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1. Each question carry’s one mark 

a. Define a Digital Image. 

Ans: An image may be defined as a two-dimensional function f(x , y) ,where x and y 

are spatial coordinates and the amplitude of f at any pair of coordinates (x ,y) is called 

the intensity or gray level of image at that point. when x, y and f values are finite and 

discrete then it is a Digital image.  

b. Define Quantization. 

Ans: The process of converting continuous intensity values into discrete values is 

called Quantization. 

c. Write the different distance measures. 

Ans: The different distance measures are Euclidean distance, City-block distance, 

chessboard distance. 

d. What is Bit plane slicing? 

Ans: The process of decomposing an image into bit planes for analyzing the 

importance of each bit in image is called Bit plane slicing.  

e. Define Contrast Stretching. 

Ans: The process that expands the range of intensity levels in an image is called 

Contrast Stretching. 

f. Define Histogram equalization. 

Ans: The processed image obtained by mapping each pixel with level rk in the input 

image into a corresponding pixel with level sk in the output image. The transformation 

is called histogram equalization. 

 

g. Define Radiance and Luminance. 

Ans: Radiance: The total amount of energy that flow from the light source, measured 

in watts (W) 

Luminance: The amount of energy an observer perceives from a light source, 

measured in lumens  

 

h. What are the characteristics used to distinguish different colors? 

Ans: Hue, Saturation, Brightness are used to distinguish different colors. 



i. Write the mathematical expression for Gaussian Noise? 

Ans:                      

j. Compare Enhancement and Restoration. 

Ans:           

 

k. What is the basic concept of run length coding? 

Ans: Run-length encoding (RLE) is a form of lossless data compression in 

which runs of data (sequences in which the same data value occurs in many 

consecutive data elements) are stored as a single data value and count, rather than as 

the original run. 

l. Define the term “Dilation”. 

Ans: Dilation is used for expanding an element A by using structuring element B. 
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2(a) 
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    (i)       Image Acquisition : This is the first step or process of the fundamental 

steps of digital image processing. Image acquisition could be as simple as being 

given an image that is already in digital form. Generally, the image acquisition 

stage involves preprocessing, such as scaling etc. 

                (ii)      Image Enhancement : Image enhancement is among the simplest 

and most appealing areas of digital image processing. Basically, the idea behind 

enhancement techniques is to bring out detail that is obscured, or simply to 

highlight certain features of interest in an image. Such as, changing brightness & 

contrast etc. 

            (iii)    Image Restoration : Image restoration is an area that also deals with 

improving the appearance of an image. However, unlike enhancement, which is 

subjective, image restoration is objective, in the sense that restoration techniques 

tend to be based on mathematical or probabilistic models of image degradation. 

            (iv)     Color Image Processing : Color image processing is an area that has 

been gaining its importance because of the significant increase in the use of digital 

images over the Internet. This may include color modeling and processing in a 

digital domain etc. 

            (v)      Wavelets and Multiresolution Processing : Wavelets are the 

foundation for representing images in various degrees of resolution. Images 

subdivision successively into smaller regions for data compression and for 

pyramidal representation. 

            (vi)     Compression : Compression deals with techniques for reducing the 

storage required to save an image or the bandwidth to transmit it. Particularly in the 

uses of internet it is very much necessary to compress data. 

            (vii)   Morphological Processing : Morphological processing deals with 

tools for extracting image components that are useful in the representation and 

description of shape. 

        (viii)  Segmentation : Segmentation procedures partition an image into its 

constituent parts or objects. In general, autonomous segmentation is one of the 

most difficult tasks in digital image processing. A rugged segmentation procedure 

brings the process a long way toward successful solution of imaging problems that 

require objects to be identified individually. 

            (ix)     Representation and Description : Representation and 

description almost always follow the output of a segmentation stage, which usually 

is raw pixel data, constituting either the boundary of a region or all the points in the 

region itself. Choosing a representation is only part of the solution for transforming 

raw data into a form suitable for subsequent computer 

processing. Description deals with extracting attributes that result in some 

quantitative information of interest or are basic for differentiating one class of 

objects from another. 

            (x)      Object recognition : Recognition is the process that assigns a label, 

such as,  “vehicle” to an object based on its descriptors. 

            (xi)     Knowledge Base : Knowledge may be as simple as detailing regions 

of an image where the information of interest is known to be located, thus limiting 

the search that has to be conducted in seeking that information. The knowledge 



base also can be quite complex, such as an interrelated list of all major possible 

defects in a materials inspection problem or an image database containing 

high-resolution satellite images of a region in connection with change-detection 

applications. 

2(b) 

 
• Diameter: 20 mm 

• 3 membranes enclose the eye 

– Cornea & sclera 

– Choroid 

– Retina 

 

The choroid contains blood vessels for eye nutrition and is heavily pigmented to 

reduce extraneous light entrance and backscatter. It is divided into the ciliary body 

and the iris diaphragm, which controls the amount of light that enters the pupil (2 

mm ~ 8 mm) 

The lens is made up of fibrous cells and is suspended by fibers that attach it to the 

ciliary body. It is slightly yellow and absorbs approx. 8% of the visible light 

spectrum. 

The retina lies in the entire posterior portion. Discrete light receptors are distributed 

over the surface of the retina:  

cones (6-7 million per eye) and rods (75-150 million per eye) 

Cones are located in the fovea and are sensitive to color. Each one is connected to 

its own nerve end. Cone vision is called photopic (or bright-light vision). 

Rods are giving a general, overall picture of the field of view and are not involved 

in color vision. Several rods are connected to a single nerve and are sensitive to low 

levels of illumination (scotopic or dim-light vision). 

The distribution of receptors is radially symmetric about the fovea. Cones are most 

dense in the center of the fovea while rods increase in density from the center out to 

approximately 20% off axis and then decrease. 
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(OR) 

3(a) Digital Image Processing is nothing but processing digital images through digital 

computer. 

The field of digital image processing has experienced continuous and significant 

expansion in recent years. The usefulness of this technology is apparent in many 

different disciplines covering medicine through remote sensing. The advances and 

wide availability of image processing hardware has further enhanced the usefulness 

of image processing. 

 

• medical applications 

• restorations and enhancements 

• digital cinema 

• image transmission and coding 

• color processing 

• remote sensing 

• robot vision 

• hybrid techniques 

• facsimile 

• pattern recognition 

• registration techniques 

• multidimensional image processing 

• image processing architectures and workstations 

• video processing 

• programmable dsps for video coding 

• high-resolution display 

• high-quality color representation 

• super-high-definition image processing 

• impact of standardization on image processing. 
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3(b)  

 
V = {1, 2} 
i. One possibility for 4-path: 

p = (3; 0); (2; 0); (2; 1); (2; 2); (2; 3); (1; 3); (0; 3) = q 

The length of this path is 6. 

ii. One possibility for the shortest 8-path: 

p = (3; 0); (2; 1); (1; 1); (0; 2); (0; 3) = q 

The length of the shortest path is 4. 

iii. One possibility for the shortest m-path:  

6M 



p = (3; 0); (2; 0); (2; 1); (1; 1); (0; 1); (0; 2); (0; 3) = q 

The length of this path is 6.  

 

 

UNIT-II 

4(a) 
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4(b) 

 
 

 We simply compute the Fourier transform of the image to be enhanced, multiply 
the result by a filter (rather than convolve in the spatial domain), and take the 
inverse transform to produce the enhanced image. 

 Low pass filtering involves the elimination of the high frequency components in 
the image. It results in blurring of the image 
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(OR) 

5a Histogram specification: 

 Suppose we want to specify a particular histogram shape (not necessarily uniform) 

which is capable of highlighting certain grey levels in the image. Let us suppose that: p r)(r 

is the original probability density function p z)( z is the desired probability density function 

Suppose that histogram equalisation is first applied on the original image r. 
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5b SMOOTHING FREQUENCY-DOMAIN FILTERS 

Edges and other sharp transitions in the gray levels of an image contribute significantly to 

the high-frequency content of its Fourier transform. Hence smoothing (blurring) is 
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achieved in the frequency domain by attenuating a specified range of high-frequency 

components in the transform of a given image. 

Our basic model for filtering in the frequency domain is given by 

G(u,v)=H(u,v).F(u,v) 

where F(u,v) is the fourier transform of the image to be smoothed. The objective is to 

select a filter transfer function H(u,v) that yields G(u,v) by attenuating the high-frequency 

components of F(u,v). we consider 3 types of lowpass filters:  

1) Ideal Lowpass Filter (ILPF) 

2) Butterworth Lowpass Filter (BLPF) 

3) Gaussian Lowpass Filter (GLPF) 

Ideal Lowpass Filter 

The simplest lowpass filter we can visualize is a filter that cuts off all high frequency 

components of the Fourier transform that are at a distance higher greater than a specified 

distance D0 from the origin of the (centered) transform. Such a filter is called a 

two-dimensional ideal lowpass filter and has transfer function shown below 

 

 where D0 is a specified non-negative quantity, and D(u,v) is the distance from point (u,v) 

to the origin of the frequency rectangle. If the image is of size MxN, we know that its 

transform also is of same size, so the center of the frequency rectangle is at (u,v) = 

(M/2,N/2). 

 

Butterworth Lowpass Filter: 

The Butterworth filter has a parameter, called the filter order. For high values of this 

parameter the Butterworth filter approaches the form of the ideal filter. For lower-order 

values, the Butterworth filter has a smooth form similar to the Gaussian filter. The transfer 

function of the Butterworth lowpass filter of order n, and with cutoff frequency at a 



distance D0 from the origin, is defined as 

 

where D(u,v) is the distance from point (u,v) to the origin of the frequency rectangle.. 

 

 

Gaussian Lowpass Filter: 

The transfer function of a two dimensional Gaussian lowpass filter is given by 

 

 where D(u,v) is the distance from point (u,v) to the origin of the frequency rectangle., σ is 

a measure of the spread of the Gaussian curve. By letting σ = D0, the transfer function 

changes to The inverse Fourier transform of the Gaussian lowpass filter also is Gaussian. A 

spatial Gaussian filter, obtained by computing the inverse Fourier transform of above 

equation will have no ringing. 

The Gaussian lowpass filter did not achieve as smoothing as the BLPF of order 2 for the 

same value of cutoff frequency. This is because; the profile of the GLPF is not as tight as 

the profile of the BLPF of order 2. 
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6b The HSI color space is very important and attractive color model for image processing 

applications because it represents color s similarly how the human eye senses colors. 

The HSI color model represents every color with three components: hue ( H ), 

saturation ( S ), intensity ( I ). The below figure illustrates how the HIS color space 

represents colors. 
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7a 
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7b 
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UNIT-IV 

8a There are three types of redundancy: 

• Coding redundancy 

• Interpixel redundancy 

• Psychovisual redundancy 

Coding redundancy: 

A code is a symbol (letters, numbers,  bits) used to represent a body of information (Gonzalez 

and Woods, 2016). Each  information is assigned a  sequence of code symbols, called a code 

word. The  number of symbols in each code word is its length. 

Symbols with higher appearing probabilities are  assigned with codes of less amount of data. 

Symbol: codes that human represent information 

 E.g., Chinese characters, English letters, … 

Coding: transform symbols into more efficient codes 

E.g., A: 00, B: 01, C: 10, … 

Interpixel redundancy: 

Also called spatial redundancy, geometric redundancy, inter-frame redundancy. Results from 

structural or geometric relationships between objects and the image. Adjacent pixels are usually 
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highly correlated (pixel  similar or very close to neighboring pixels), thus  information is 

unnecessarily replicated in the  representations. Neighboring pixels in a natural image are highly  

correlated. In natural images, local area usually  contains pixels of same or similar gray level. 

Psychovisual redundancy: 

For human visual perception, certain information has  less relative importance. E.g,: appropriate 

quantization of gray levels does not  impact its visual quality, e.g.,: Tiffany 

 

 

 

8b i. Opening and closing are two important morphological operations. 

ii. Opening generally smoothest the contour of an object, breaks narrow isthmuses, and 

eliminates thin protrusions. 

iii. Closing also tends to smooth sections of contours but, as opposed to opening, it generally 
fuses narrow breaks and long thin gulfs, eliminates small holes, and fills gaps in the contour. 

A∘B=(AΘB)⊕BA∘B=(AΘB)⊕B 
iv. The opening of set A by structuring element B, denoted A o B, is defined as 

A¥BA¥B 

Thus, the opening A by B is the erosion of A by B, followed by a dilation ofthe result by 
B. 

v. Similarly, the closing of set A by structuring element B, denoted by, isdefined as 

A¥B=(A⊕B)ΘBA¥B=(A⊕B)ΘB 

which says that the closing of A by B is simply the dilation of A by B, followed by the erosion of 

the result by B. 

vi. The opening operation has a simple geometric interpretation (Fig.1). Suppose that we view 

the structuring element B as a (flat) “rolling ball.” The boundary of A • B is then established by 

the points in B that reach the farthest into the boundary of A as B is rolled around the inside of 

this boundary. This geometric fitting property of the opening operation leads to a settheoretic 

formulation, which states that the opening of A by B is obtained by taking the union of all 

translates of B that fit into A. 
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Figure 1 (a) Structuring element B “rolling” along the inner boundary of A (the dot 

indicates the origin of B), (b) Structuring element, the heavy line is the outer boundary of 
the opening. (c) Complete opening (shaded). We did not shade A in (a) for clarity. 

vii. Closing has a similar geometric interpretation, except that now we roll B on the outside of 

the boundary (Fig. 2). 

 

Figure 2 (a) Structuring element B “rolling” on the outer boundary of A (b) The heavy 

line is the outer boundary of the closing. (c) Complete closing(shaded). We did not shade 

A in (a) for clarity. 

viii. This is all about the opening and closing of a digital image, we can say that opening and 
closing operations are duals of each other. 

 

(OR) 



9a 
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