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Answer Question No.1 compulsorily.                  (1X12 = 12 Marks) 

Answer ONE question from each unit.                                                     (4X12=48 Marks) 

1.  Answer all questions                                                                                                                           (1X12=12 Marks) 

 a) Define processing gain in DPCM. 

 
 

 

 b) Calculate the Bandwidth need needed for transmission of 4 KHz signal using PCM with 128 

Quantization levels. 

 
 

 

 

 c) For the binary sequence 101101 draw the line code using ON-OFF Signalling. 

 

 

 d) Draw the constellation diagram for coherent BPSK. 

 

 
 

 

 

 e) Give the expression for Average Probability of Symbol Error for Non Coherent Binary FSK. 

 

 



The average probability of error for noncoherent binary FSK is given by 

 
 f) What is Euclidean distance? 

The distance between received signal point and message point. 

 
 

 

 g) Define Information Rate 

Information Rate : R = rH. Here R is the information rate. H is the Entropy or 

average information. And r is the rate at which messages are generated. Information rate R is 

represented in average number of bits of information per second. 

 

 h) State Information capacity theorem. 

 
 

 
 

 

 i) Give the expression for average information of a Discrete Memory less source generating K 

symbols. 

 
 

 

 

 j) What do you mean by constraint length in Convolution codes? 

Constraint length is defined as the number of shifts over which a single message bit influence the 

encoder output. 

 

 k) Define cyclic codes. 

An (n, k) linear code C is called a cyclic code if every cyclic shift of a code vector in C is also a 

code vector in C. 

 

 l) Define Hamming weight. 

 
 

 

 

UNIT I 

2. a) Explain in detail the transmitter and decoder of PCM with a neat sketch. Also list the merits of PCM 

in comparison to analog modulation techniques. 

 

 
 

 

8M 



 
 

 
 



 

 
 



 
 
 
 

 

 

 

 

 

 b) A speech signal has a total duration of 10 S. It is sampled at the rate of 8 KHz and then encoded. 

The signal to quantization noise ratio is required to be 40 dB. Calculate the minimum storage 

capacity needed to accommodate this digitized speech signal. 

 

 

 

 

 

4M 

(OR) 

3. a) Define matched filter and derive an expression for impulse response of an optimum filter. 

 

8M 



 

 

 

 



 

 
 

 b) A binary data stream 001010010 is applied to the input of a Duo-Binary System 

1) Construct the Duo-Binary coder output and corresponding receiver output without precode. 

2) Suppose that owing to error during transmission, the level at the receiver input produced by  

    second digit is reduced to zero construct the new receiver output. 

 

 
 

 

 

 

4M 



 

UNIT II 

4. a) Discuss in detail the Gram-Schmidt orthogonalization procedure for a set of ‘M’ Real valued energy 

signals. 

 

 

 

6M 



 

 



 

 



 

 b) An FSK system transmits binary data at a rate of 2.5 X 106 bits per second. During the course of 

transmission, White Gaussian noise of zero mean and power spectral density10-20 W/Hz is added to 

the signal. In the absence of noise, the amplitude of the received sinusoidal wave for digit 1 or 0 is 1 

mV. Determine the average probability of symbol error for the following configurations: 

1) Coherent Binary FSK 2)Non coherent Binary FSK 

 

 

 

6M 

(OR) 

5. a) Explain DPSK Modulation Scheme with a neat sketch. 6M 



 

 



 

 
 

 

 b) Derive the expression for probability of error in Coherent BFSK. 

 

 
 

6M 



 

 

 
 

 



 

 

 

 
UNIT III 

6. a) State and prove Shannon’s Second theorem. 6M 



 
 

 

 b) Consider the discrete memory less source, the source alphabets S={s1, s2, s3} with probabilities 

P = {0.25, 0.25, 0.5} respectively. Find the entropy of the 1st order source and the 2nd order 

extension source.  

 

 

 

 

6M 



 
(OR) 

 

7. a) What is Entropy? State and prove the properties of Entropy. 

 

 

6M 



 

 
 

 

 b) Consider the continuous random variable Y defined by Y=X+N, where X and N are statistically 

independent. Show that the conditional differential entropy of Y given X equals h(Y/X) = h(N) 

where h(N ) is the differential entropy of N.  

 

 

 

6M 



 
 

 

 

 
8. a) Explain the decoding procedure of convolution codes using an example. 

 

 

  

 

6M 



  

 
 

 b) Consider a (7, 3) cyclic code generated by G(p) = p4 + p3 + p2 + p1 . Find various code words of 

this code in systematic and non-systematic forms. 

 

 

6M 



 
 

 
 

 
 

 

(OR) 

9. a) Explain about PN Sequences and their characteristics. 

 

6M 



 

 

 



 
 

 

 b) Describe the concept of  DSSS. 

 

 

 

 

 
 

 

 

 

6M 



 

 
 

 
 

 

 
 

 

 
 

 

 

 

 

 

 

 

 



 

 

 

 

a) Define processing gain in DPCM. 

Ans  

 

 

 

 

 

 

 

 

 

 

 

 

 


