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(a) Define Machine Learning CO1 L1

Answer : A machine learning algorithm is an algorithm that is able to learn
from data. “A computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P, if its performance
at tasks in T, as measured by P, improves with experience E.”

Write the difference between Classification and Regression CO1 L2

Answer : In case of Classification, the learning algorithm specifies which of k
categories some input belongs to. The learning algorithm is usually asked to
produce a function f: R* — {1,...,k}.

In case of Regression, the predicted value is a numerical value given some input.
The learning algorithm is asked to output a function f : R" — R.

Write the difference between Supervised and Unsupervised learning CO1 L2

Answer : Supervised learning involves observing several examples of a random
vector x and an associated value or vector y, then learning to predict y from x,
usually by estimating p(y|x)

Unsupervised learning involves observing several examples of a random vector x
and attempting to implicitly or explicitly learn the probability distribution p(x),
or some interesting properties of that distribution.

What is Regularization? CO2 L2

Answer : Regularization allows complex models to be trained on data sets of
limited size without severe over-fitting, essentially by limiting the effective
model complexity.

What is Type-1 error for a classifier? CO2 L2

Answer : A type 1 error is also known as a false positive and occurs when a
classification model incorrectly predicts a true outcome for an originally false
observation.

What is a Confusion Matrix? CO2 L2

Answer : Confusion Matrix is a table that is often used to describe the
performance of a classification model (or “classifier”) on a set of test data for
which the true values are known.
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Confusion Matrix

Actual Value

Yes (1) No (0}
Predicted [EREGELE)] ™ FP
Value Mo (0) FN TN

TP=True Positive

FP=False Positive
FN=False Negative
TN=True Negative

Figure 1: Confusion Matrix
What is a Bootstrap sample? CO3 L2

Answer : Bootstrap sample is a sample that is drawn from the original dataset,
with replacement. The size of the bootstrap sample is same as the size of the
original dataset.

What is a Dendrogram? CO3 L2

Answer : A dendrogram is a type of tree diagram showing hierarchical clustering
— relationships between similar sets of data. They are frequently used in
biology to show clustering between genes or samples, but they can represent any
type of grouped data., based on similarity in a dataset.

What is vanishing gradient problem, in the context of Artificial Neural
Network? CO4 L2

Answer : As more layers using certain activation functions are added to neural
networks, the gradients of the loss function approaches zero, making the
network hard to train. Certain activation functions, like the sigmoid function,
squishes a large input space into a small output space between 0 and 1.
Therefore, a large change in the input of the sigmoid function will cause a small
change in the output. Hence, the derivative becomes small.

What is the role of learning rate in training an Artificial Neural Network?
CO4 L2

Answer : Learning rate is a hyper-parameter, of a learning model that is used to
tune how accurately a model converges on a result (classification/prediction,
etc.). In the context of training an Artificial Neural Network learning rate
controls how much the weights of the network are adjusted with respect to the
loss gradient.
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UNIT -1

(a) Describe elements of Machine Learning (CO1, L1, 5 Marks)

Answer :

UNKNOWN TARGET FUNCTION
f: XY

(ideal credit approval formula)

=

TRAINING EXAMPLES

(x1,41) (%2, 92), - - -, (XN, YN)

(historical records of credit customers)

LEARNING FINAL
ALGORITHM HYPOTHESIS
A g=f

(learned credit approval formula)

HYPOTHESIS SET
H

(set of candidate formulas)

Figure 2: Elements of Machine Learning

(b) Write about commonly used Regression loss functions ~ (CO1, L1, 5 Marks)

Answer :

?:bo

Random error for X;

—~~

e =Y, —Y,;
Y

Observed value for ¥, | = = = = = === =

Predicted value for ¥, r == -------

X X

Figure 3: Regression error
NOTE
n - Number of training examples.
i - ith training example in a data set.
v; - Observed value for ith training example.



9; - Predicted value for ith training example.
Accuracy in % + FErrorin % = 100%.

e Mean Bias Error This is much less common in machine learning domain as
compared to it’s counterpart. This is same as MS E with the only difference
that we don’t take absolute values. Clearly there’s a need for caution as
positive and negative errors could cancel each other out. Although less
accurate in practice, it could determine if the model has positive bias or
negative bias.

n

1
MBE = ~ > (i~ 3:) (M

n i=1

e Mean Absolute Error / L1 Loss Mean absolute error, on the other hand, is
measured as the average of sum of absolute differences between predictions
and actual observations. Like MSE, this as well measures the magnitude
of error without considering their direction. Unlike MSE, MAE needs more
complicated tools such as linear programming to compute the gradients. Plus
MAE is more robust to outliers since it does not make use of square.

1 n
MAE =~ |y = 5)| @
i=1

e Mean Square Error / Quadratic Loss / L2 Loss: As the name suggests,
Mean square error is measured as the average of squared difference between
predictions and actual observations. It’s only concerned with the average
magnitude of error irrespective of their direction. However, due to squaring,
predictions which are far away from actual values are penalized heavily in
comparison to less deviated predictions. Plus MSE has nice mathematical
properties which makes it easier to calculate gradients.

S i — i)

n

MSE = 3)

e Root Mean Square Error This is calculated by applying square root function
on MSE

RMSE = “)
e Mean Percentage Error This is calculated as follows
1 (i — 9
MPE = - " i =30 (5)
n"= Vi
e Mean Absolute Percentage Error This is calculated as follows
1o [0 = 30
MAPE = - y ———— 6
O S (6)

i=1 Yi

OR
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(a)

Write about Batch Gradient descent optimization algorithm (CO1, L1, 5
Marks)

Answer :

The first stage in gradient descent is to pick a starting value (a starting point) for
weights of the learning model. The starting point doesn’t matter much; therefore,
many algorithms simply set weights to 0 or pick a random value. The following
figure 4 shows that we’ve picked a starting point slightly greater than 0. The
gradient descent algorithm then calculates the gradient of the loss curve at the
starting point. The gradient vector has both a direction and a magnitude.

(negative)
gradient

starting point

next point

value of weight w,

Figure 4: A gradient step moves us to the next point on the loss curve.

Initial
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Figure 5: Cost function with one parameter

Here in figure 5, the gradient of the loss is equal to the derivative (slope) of the
curve, and tells us which way is “increasing” or “decreasing”. When there are
multiple weights, the gradient is a vector of partial derivatives with respect to
the weights. The gradient always points in the direction of steepest increase in
the loss function.

The gradient descent algorithm takes a step in the direction of the negative
gradient in order to reduce loss as quickly as possible. To determine the next
point along the loss function curve, the gradient descent algorithm adds some
fraction of the gradient’s magnitude to the starting point as shown in the figure
5.

Write about stratified K-Fold Cross Validation (CO1, L1, 5 Marks)

Answer : In stratified k-Fold cross-validation, first all the observations are
considered separately as per their class label. K-sets of data with one having
observation belonging to class 1, another having observations of class 2 so on



and kth set having observations of the class label k are formed. Each of these
sets is then divided into say 5 folds and the first fold of all these k classes are
joined together to form the fold 1. Similarly, the second fold of all these k sets
of observations are joined together to form the second fold and so on. This way
the class labels gets balanced across the training and testing set and we are able
to counter the ‘unlucky splits’ from happening.

Stratfied k-Fold Cross Validation(k =)

Class Label =0 Class Label =1 Clss Label = FinalkeFold Cross Validtion

Figure 6: Stratified K-Fold Cross Validation

Train
:Test
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UNIT - II

(a) Write about Logistic Regression. (CO2, L1, 5 Marks)

Answer : Unlike actual regression, logistic regression does not try to predict the
value of a numeric variable given a set of inputs. Instead, the output is a
probability that the given input point belongs to a certain class. Let P, = the
probability that a certain data point belongs to the + class. Of course,
P_ =1— P,. Thus, the output of Logistic Regression always lies in [0, 1].

Let P(X) denote the probability of an event X occurring. In that case, the odds
ratio (OR(X)) is defined by P(X)/1 — P(X), which is essentially the ratio of the
probability of the event happening, vs. it not happening.

The boundary function of logistic regression actually defines the log-odds of the
+ class. Given a point (a,b), this is what Logistic regression would do-

i. Compute the boundary function (alternatively, the log-odds function) value,
Wo + wix; + waxy. Lets call this value ¢t for short.

ii. Compute the Odds Ratio, by doing OR, = ¢'. (Since ¢ is the logarithm of
OR.).
iii. Knowing OR,, it would compute P, using the simple mathematical relation

OR.
pL=—
1+ OR.

In fact, once you know ¢ from step 1, you can combine steps 2 and 3 to give
you

et

T 1te
The RHS of the above equation is called the logistic function. Hence the
name given to this model of learning

+

(b) Write about Lasso and Ridge Regression. (CO2, L1, 5 Marks)

Answer : Ridge Regression uses something called L2 Regularization.
Regularization is used to reduce overfitting. L2 Regularization reduces model
complexity and helps bring the weights in our model closer to zero, in essence,
decreasing variance and shifting us more left on the bias-variance curve. Linear
Regression is prone to overfitting and high variance, to counter that bias is
introduced. In return for adding bias, the model has decreased variance.

A traditional linear regression model minimizes the sum of squared residuals,
whereas in ridge regression, the sum of squared residuals plus a A times the sum
of the coefficients squared is minimized. This can be considered as a penalty
term. If A = 0, ridge cost function equals linear regression cost function.

i=1 i=1

M d 2 d
cos=3 057 =5 (- S n) 1S o

LASSO regression uses L1 regularization. LASSO regression permits certain
weights to reach 0 whereas in ridge regression, weights can only approach 0.
This type of regularization is extremely useful when we have a lot of features in



d.

our data. L1 regularization uses feature selection to help reduce model
complexity.

M M d 2 d
Cost=2(y,-—§ii)2 :2 (y,-— wj X Xl'j) +/12(|Wj|) (8)
j=0 J=0

i=1 i=1 =

where y;,9; are the actual and predicted target values respectively of the ith
example in training set. M is the number of examples in training set, d is the
number of features of each training example x and w is the weight or coefficient
of the learning model.

OR

(a) Write about Decision Tree classifier (CO2, L1, 5 Marks)

Answer : A decision tree has three main components :

e Root Node : The top most node is called Root Node. It implies the best
predictor (independent variable).

e Decision / Internal Node : The nodes in which predictors (independent
variables) are tested and each branch represents an outcome of the test

e Leaf / Terminal Node : It holds a class label (category) - Yes or No (Final
Classification Outcome).

Types of Decision Tree

e Regression Tree is used when the dependent variable is continuous. The
value obtained by leaf nodes in the training data is the mean response of
observation falling in that region. Thus, if an unseen data observation falls
in that region, its prediction is made with the mean value. This means that
even if the dependent variable in training data was continuous, it will only
take discrete values in the test set. A regression tree follows a top-down
greedy approach. Classification Tree

e Classification tree is used when the dependent variable is categorical. The
value obtained by leaf nodes in the training data is the mode response of
observation falling in that region It follows a top-down greedy approach.

Together they are called as CART(Classification And Regression Tree)

'
= = n n
S = B u
o o o o
n n | |
K=

Figure 7: Decision tree



(b) Write about attribute selection methods used in Decision Tree classifier (CO2,
L1, 5 Marks)

Answer :

i.

ii.

1i.

Information gain computes the difference in entropy before partitioning and
average entropy after partitioning of the dataset based on a given attribute
value. ID3 (Iterative Dichotomiser) decision tree algorithm uses information
gain.

Info(D) = — >, pilog, p;
Infoa(D) = 331, [D;1/ID] x Info (Dy) ©)
Gain(A) = Info(D) — Info, (D)

Where, p; is the probability that an arbitrary tuple in D belongs to class C;,
m is the number of categories in the dataset, v is the number of partitions
of D based on attribute A, Info(D) is the average amount of information
needed to identify the class label of a tuple in D, |D;|/|D| acts as the weight
of the jth partition and Infos(D) is the expected information required to
classify a tuple from D based on the partitioning by A.

The attribute A with the highest information gain, Gain(A), is chosen as the
partitioning attribute at node N of a Decision Tree.

Gain Ratio Information gain is biased for the attribute that has highest
partitions on D. C4.5, an improvement of ID3, uses gain ratio. Gain ratio
handles the issue of bias by normalizing the information gain using Split Info.

SplitInfo ,(D) = =237, [D,| /|D| x log, (|Dj| /|DI)
GainRatio(A) = Gain(A)/SplitInfo, (D)

Where, |D,|/|D| acts as the weight of the jth partition and v is the number
of partitions of D based on attribute A.

(10)

Gini index or Gini impurity measures the degree or probability of a particular
example from D being wrongly classified when it is randomly chosen. If all
the examples in D belong to a single class, then it can be called pure. The
degree of Gini index varies between 0 and 1, where 0 denotes that all elements
belong to a certain class or if there exists only one class, and 1 denotes that
the elements are randomly distributed across various classes. A Gini Index
of 0.5 denotes equally distributed elements into some classes. The attribute
A with the least Gini index, Ginilndex(D), is chosen as the partitioning
attribute at node N of a Decision Tree.

Ginilndex(D) = 1 — Y7, p/* B
Ginilndex, (D) — 3"'_, |D;|/|D| x Ginilndex (D;) b
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UNIT - III

Write about K-Means algorithm (CO4, L1, 5 Marks)

Answer :

The KMeans algorithm clusters data by trying to separate samples in n groups
of equal variance, minimizing a criterion known as the inertia or within-cluster
sum-of-squares (see below). This algorithm requires the number of clusters to be
specified. It scales well to large number of samples and has been used across a
large range of application areas in many different fields. The k-means algorithm
divides a set of N samples X into k disjoint clusters C, each described by the mean
u; of the samples in the cluster.

Algorithm 0.1 k-means. The k-means algorithm for partitioning, where each cluster’s
center is represented by the mean value of the objects in the cluster.
Input:

e k: the number of clusters,
e D: a data set containing n objects.

Output: A set of k clusters.

Method:

arbitrarily choose k objects from D as the initial cluster centers;
repeat
(re)assign each object to the cluster to which the object is the most similar,

based on the mean value of the objects in the cluster; update the cluster means,
that is, calculate the mean value of the objects for each cluster;
until no change;

The K-means algorithm aims to choose centroids that minimise the inertia, or
within-cluster sum-of-squares criterion:

k
E=) > dist(pp)’ (12)

i=1 peC;

Compare Partitional and Hierarchical clustering methods — (CO4, L2, 5 Marks)

Answer :
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Partitional method

Hierarchical method

Scalable for large datasets

Computationally more complex

Assumptions such as number of clusters
and the initial cluster centers are made

Only similarity measure has to be
assumed

Require the number of clusters to start

) Does not require any input parameters
running

Returns a much more meaningful and

t tly k clust .. o
Returns exactly k clusters subjective division of clusters

Is a deterministic process, meaning
cluster assignments won’t change when
the algorithm is run twice on the same
input data.

Is a non deterministic process

OR

7. (a) Write about Random forest algorithm (CO3, L1, 5 Marks)
Answer : In Random Forest, multiple trees are grown as opposed to a single tree
in CART model. Each tree is grown as follows:

i. Let the training set has N number of examples. A sample of these N cases
(2/3) is taken at random but with replacement. This sample will be the
training set for growing the tree.

ii. If there are M input variables, a number m < M is specified such that at each
node, m variables (/M for classification and M/3 for regression) are selected
at random out of the M. The best split on these m is used to split the node.
The value of m is held constant while we grow the forest.

iii. Each tree is grown to the largest extent possible and there is no pruning.

iv. Predict new data by aggregating the predictions of the n trees (i.e., majority
votes for classification, average for regression).

Decision Tree-1 Decision Tree-2 Decision Tree-N

Result-1 Result-2 Result-N

}

Majority Voting / Averaging

Final Result

Figure 8: Random forest algorithm

Compare Classification and Regression Tree (CART) and Random forest

(b) algorithm. (CO3, L2, 5 Marks)
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CART

Random Forest

Only one tree is used for the model

A large number of relatively
uncorrelated models (trees)
operating as a committee are used
to outperform any of the individual
constituent models.

Deep decision trees may suffer from
overfitting

Random forests prevent overfitting by
creating trees on random subsets.

Computationally faster

Relatively more complex

A decision tree is easily interpretable
and can be converted to rules

Random forest model is difficult to
interpret




8.

13

UNIT - IV

(a) What are the guidelines to fix the design parameters of an Artificial Neural

Network? (CO5, L1, 5 Marks)

Answer :

The first layer is the input layer and has as many neurons as the number of
available features that are used as inputs. The last one, the output layer, will
have as many neurons as the needed outputs.

Hidden layers are required if and only if the data must be separated non-linearly.
In real-world problems, there is no way to determine the best number of hidden
layers and neurons without trying.

Guidelines to know the number of hidden layers and neurons per each hidden
layer in a classification problem:

i. Based on the data, draw an expected decision boundary to separate the
classes.

ii. Express the decision boundary as a set of lines. Note that the combination
of such lines must yield to the decision boundary.

iii. The number of selected lines represents the number of hidden neurons in the
first hidden layer.

iv. To connect the lines created by the previous layer, a new hidden layer is
added. Note that a new hidden layer is added each time you need to create
connections among the lines in the previous hidden layer.

v. The number of hidden neurons in each new hidden layer equals the number
of connections to be made.

(b) Write about commonly used activation functions in an Artificial Neural

Network (CO5, L1, 5 Marks)

Answer :

e Sigmoid Function

A= 13
I +e* (13)
1-
05
| 6 | |
-6 —4 -2 0 2 < 6

Figure 9: Sigmoid
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Towards either end of the sigmoid function, the Y values tend to respond very
less to changes in X. What does that mean? The gradient at that region is
going to be small. It gives rise to a problem of “vanishing gradients”.

e Tanh Function

2
f(x) = tanh(X) = m —1 (14)
tanh(x) = 2 sigmoid(2x) — 1 (15)

tnrh hnetian

Figure 10: Tanh function
The gradient is stronger for tanh than sigmoid ( derivatives are steeper).

e ReLu function The ReLu function gives an output x if x is positive and 0
otherwise.

f(x) = max(0, x) (16)

1nf

L L L L
—10 -5 5 10

Figure 11: ReLu function

ReLu is nonlinear in nature. And combinations of ReLLu are also non linear.
Any function can be approximated with combinations of ReLLu. The range
of ReLu is [0,inf). This means it can blow up the activation. Because of
the horizontal line in ReLu( for negative X ), the gradient can go towards 0.
For activations in that region of RelLu, gradient will be 0 because of which
the weights will not get adjusted during descent. That means, those neurons
which go into that state will stop responding to variations in error/ input (
simply because gradient is 0, nothing changes ). This is called dying ReLu
problem. ReLu is less computationally expensive than tanh and sigmoid
because it involves simpler mathematical operations. That is a good point
to consider when we are designing deep neural nets.

OR



How is backpropagation algorithm used to train an Artificial Neural Network?

). CO5, L2, 10 Marks

Answer :

Error function

Youtput >( E >

The goal of backpropagation algorithm
is to learn the weights of the network (5 (})
automatically from data such that the
predicted output y,u,. is close to the target
Viarger TO all inputs x;, ;.

To measure how far we are from the goal,
we use an error function E. A commonly $ (%
used error function i E(Voupur Viarger) = . .
1/2(y0utput - ytarget>2-

Wio Wig

Forward propagation

E—V@)
We begin by taking an input example

(Xinpurs Viarger) and updating the input layer of
the network.

For  consistency, we  consider  the
input to be like any other node but

without an activation function w0 it

output is equal to its input, i.e. y; = X,

Using these 2 formulas we propagate for the
rest of the network and get the final output
of the network.

y = f(x)

Xj = Wij - Vi + bj
iein(j) Ve




Error derivative

The backpropagation algorithm decides how ®
much to update each weight of the network
after comparing the predicted output with
the desired output for a particular example.
For this, we need to compute how the error o
changes with respect to each weight dE /dw;;.

Once we have the error derivatives, we can !
update the weights using a simple update @
rule: Av\

W25

dE
W,‘j = Wij —

dwij

where a is a positive constant, referred to E
as the learning rate, which we need to fine-

tune empirically. The update rule is very
simple: if the error goes down when the
weight increases (dE/dw;; < 0), then increase
the weight, otherwise if the error goes up
when the weight increases (dE/dw;; > 0),
then decrease the weight.

IdE/de |dEsaw] IdE/de IdE/de

Back propagation

Now that we have dE/dy we can get

using the chain rule. =
yd
A - Wy Wos /w34
= dy/dXC7E/ay = d/dxf(x) CE/ay dEfdw dEfdw  dEdw dE/dw
where d/dxf(x) = f(x)(1 — f(x)) when f(x) -
is the Sigmoid activation function. dE/dy,
dE/dx,

dE/dw  dE/dw

AN
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Back propagation

As soon as we have the error derivative with
respect to the total input of a node, we can
get the error derivative with respect to the 0 +
weights coming into that node. 4M5
dE/dw  dE/dw dE/dw  dE/dw

E ox; __0E

- ﬂ Vi a
8W,~j an'j OX;j 0Xj

w12 W13
dE/dw  dE/dw
Back propagation
®
A

And using the chain rule, we can also get
dE/dy from the previous layer. We have

made a full circle. A

\N‘H w25 w34 5
dE/dw  dE/dw dE/dw  dE/dw

OFE ox; (L OE

pm— — f— W"i

) A [

0y; Z oy; (x; X;

i Jjeout (i) Vi J Jeout(i) J
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