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II/IV B.Tech (Regular\Supplementary) DEGREE EXAMINATION 

February, 2023    Common to CSE/CB/DS & IT Branches 

Third Semester Computer Organization  
 

 

Time: 3 Hours                                                                                                                                   Maximum Marks:70 

Answer question 1 compulsory.                  (14X1 = 14 Marks) 

Answer one question from each unit.                                                      (4X14=56 Marks) 
 

 

1. a) Convert (F3)16 into decimal. CO1 L2 1M 

 b) State the formulas for (r-1)’s Complement and r’s Complement CO1 L1 1M 

 c) What is register transfer language? CO1 L1 1M 

 d) Name any four logic microoperations. CO1 L1 1M 

 e) Define instruction code and operation code. CO2 L1 1M 

 f) List out the memory-reference instructions. CO2 L1 1M 

 g) How to represent control variables? CO2 L2 1M 

 h) Show the microinstruction format for the control memory. CO2 L1 1M 

 i) State the operations on a stack. CO3 L1 1M 

 j) What are the most common fields found in instruction format? CO3 L1 1M 

 k) Expand RISC and CISC. CO3 L3 1M 

 l) When is status command used? CO4 L2 1M 

 m) Define bootstrap loader. CO4 L1 1M 

 n) Show the connection of I/O bus to input-output devices. CO4 L3 1M 

 Unit –I 

2. a) Draw the arithmetic logic shift unit and show the function table for arithmetic 

logic shift unit. 

CO1 L1 7M 

 b) What are the number systems conversions available? Explain with an example.  CO1 L2 7M 

 (OR) 
3. a) What are the different ways to implement a common bus system and explain 

with a neat sketch 

CO1 L2 7M 

 b) Label the diagram for 4-bit binary adder and 4-bit adder-subtracter. CO1 L3 7M 

 Unit –II 
4. a) Name the registers for the basic computer with number of bits used and describe 

their functionality. 

CO2 L3 7M 

 b) Interpret the symbols and binary code used for microinstruction fields. CO2 L2 7M 

 (OR) 
5. a) State the phases of an instruction cycle? Design the flowchart for instruction 

cycle 

CO2 L1 7M 

 b) Show the block diagram of the microprogram sequencer and discuss. CO2 L2 7M 

 Unit –III 
6. a) Examine the procedure involved in reverse polish notation with an example. CO3 L3 7M 

 b) Inspect the hardware for signed-magnitude addition and subtraction. CO3 L2 7M 

 (OR) 
7. a) List out any seven addressing modes and interpret each addressing mode with 

syntax. 

CO3 L2 7M 

 b) Display the flowchart for Booth multiplication operation and discuss the 

operations performed. 

CO3 L4 7M 

 Unit –IV 
8. a) Examine the working of associate memory with a neat diagram. CO4 L2 7M 

 b) Illustrate the mapping procedures while considering the organization of cache 

memory. 

CO4 L3 7M 

 (OR) 
9.  Analyse the various modes of data transfer to and from peripherals CO4 L2 14M 

 



   

                                                           SCHEME 
 

II/IV B.Tech (Regular\Supplementary) DEGREE EXAMINATION 

February, 2023    Common to CSE/CB/DS & IT Branches 

Third Semester Computer Organization  
 

Time: 3 Hours                                                                                                                                   Maximum Marks:70 

Answer question 1 compulsory.                  (14X1 = 14 Marks) 

Answer one question from each unit.                                                      (4X14=56 Marks) 
 

 

 

1. a) Convert (F3)16 into decimal. CO1 L2 1M 

 

                   (F3)16 = (243)₁₀ 
    

           

 b) State the formulas for (r-1)’s Complement and r’s Complement CO1 L1 1M 
                  

                  r’s Complement of N = rn-N 

                 (r-1)’s Complement of N = (rn-1)-N 

                 

                

 

         

c) What is register transfer language? CO1 L1 1M 

 

           The Register Transfer Language is the symbolic representation of notations used to specify the 

             Sequence of micro-operations.  

d) Name any four logic microoperations. CO1 L1 1M 

    

           AND (), OR (), XOR (), Complement/NOT. 

    

e) Define instruction code and operation code. CO2 L1 1M 
  

            Instruction code is a group of bits that tells the computer to perform a specific operation part. 

           The operation code of an instruction is a group of bits that define operations such as add, subtract,  

           Multiply, shift and compliment. 

   

f) List out the memory-reference instructions. CO2 L1 1M 

 

            AND, ADD, LDA, STA, BUN, BSA, ISZ 

   

g) How to represent control variables? CO2 L2 1M 

    

           Binary variables specify micro operations 

   

 

 

 

 

N : given number 

r : base 

n : digit number 



h) Show the microinstruction format for the control memory. CO2 L1 1M 

 

                           

                   

           

 

                      3bits            3 bits          3 bits           2 bits         2 bits        7 bits 

 

                      

                         

                       CD: Condition for branching  

                       BR: Branch field 

                       AD: Address field 

   

i) State the operations on a stack. CO3 L1 1M 

 

           Push & Pop 

   

j) What are the most common fields found in instruction format? CO3 L1 1M 

 

          The most common fields are:- 

         Operation field: - specifies the operation to be performed like addition. 

         Address field: - which contains the location of the operand, i.e., register or memory location. 

    Mode field: - which specifies how operand is to be founded. 
 

k) Expand RISC and CISC. CO3 L3 1M 

 

         RISC (reduced instruction set computer) and CISC (complex instruction set computer). 

    

l) When is status command used? CO4 L2 1M 

    

            A status command is used to test various status conditions in the interface and the peripheral. 

 For example, the computer may wish to check the status of the peripheral before a transfer is initiated. 

 During the transfer, one or more errors may occur which are detected by the interface.  

These errors are designated by setting bits in a status register that the processor can read at certain intervals 

  

m) Define bootstrap loader. CO4 L1 1M 

 

         Bootstrap loader is a program that resides in the computer's EPROM, ROM, or another non-volatile 

memory. It is automatically executed by the processor when turning on the computer. The bootstrap loader 

reads the hard drives boot sector to continue to load the computer's operating system. 

 

 

 

 

 

F1 F2 F3 CD BR AD 

F1, F2, F3: Micro operation fields 

https://www.computerhope.com/jargon/p/program.htm
https://www.computerhope.com/jargon/e/eprom.htm
https://www.computerhope.com/jargon/r/rom.htm
https://www.computerhope.com/jargon/m/memory.htm
https://www.computerhope.com/jargon/m/memory.htm
https://www.computerhope.com/jargon/h/harddriv.htm
https://www.computerhope.com/jargon/o/os.htm


n) Show the connection of I/O bus to input-output devices. CO4 L3 1M 

 

            

 

 

 Unit –I 

2. a) Draw the arithmetic logic shift unit and show the function table for 

arithmetic logic shift unit. 

CO1 L1 7M 

 

 

 



 

 

 

 

b) What are the number systems conversions available? Explain with an    

example.  

CO1 L2 7M 

 

          Number systems are the technique to represent numbers in the computer system architecture, every 

value that you are saving or getting into/from computer memory has a defined number system. 

Computer architecture supports following number systems. 

 Binary number system 

 Octal number system 

 Decimal number system 

 Hexadecimal (hex) number system 

i) Binary Number System 

A Binary number system has only two digits that are 0 and 1. Every number (value) represents with 0 and 1 

in this number system. The base of binary number system is 2, because it has only two digits. 

For example, (101101)2 in decimal is 

= 1 x 25 + 0 x 24 + 1 x 23 + 1 x 22 + 0 x 21 + 1 x 20 

= 1 x 32 + 0 x 16 + 1 x 8 + 1 x 4 + 0 x 2 + 1 x 1 

= 32 + 8 + 4 + 1 

= (45)10 

 



ii) Octal number system 

Octal number system has only eight (8) digits from 0 to 7. Every number (value) represents with 

0,1,2,3,4,5,6 and 7 in this number system. The base of octal number system is 8, because it has only 8 digits. 

For example, (24)8 in decimal is 

= 2×81+4×80 

= (20)10 

iii) Decimal number system 

Decimal number system has only ten (10) digits from 0 to 9. Every number (value) represents with 

0,1,2,3,4,5,6, 7,8 and 9 in this number system. The base of decimal number system is 10, because it has only 

10 digits. 

For example, the value of 786 is 

= 7 x 102 + 8 x 101 + 6 x 100 

= 700 + 80 + 6 

iv) Hexadecimal number system 

A Hexadecimal number system has sixteen (16) alphanumeric values from 0 to 9 and A to F. Every number 

(value) represents with 0,1,2,3,4,5,6, 7,8,9,A,B,C,D,E and F in this number system. The base of hexadecimal 

number system is 16, because it has 16 alphanumeric values. Here A is 10, B is 11, C is 12, D is 13, E is 

14 and F is 15. 

For example (3A)16 = (00111010)2 

 

To convert from Binary to Hexadecimal, group the bits in groups of 4 and write the hex for the 4-bit binary. 

Add 0's to adjust the groups. 

1111011011 

(001111011011 )2 = (3DB)16 

 

 

(OR) 

3. a) What are the different ways to implement a common bus system and 

explain with a neat sketch? 

CO1 L2 7M 

 

 There are two ways to implement the common BUS System. 

I) Multiplexers  

II) Three state buffer 



       

                      I) Multiplexers:-  

 

 



 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

                    

                 II) Three state buffer:- 

 

 



 

 

                        

 

b) Label the diagram for 4-bit binary adder and 4-bit adder-subtracter. CO1 L3 7M 

 

           The Arithmetic micro-operations like addition and subtraction can be combined into one common  

             Circuit by including an exclusive-OR gate with each full adder. 

            The block diagram for a 4-bit adder-subtractor circuit can be represented as: 

 

 

 

 

 



 

o When the mode input (M) is at a low logic, i.e. '0', the circuit act as an adder and when the mode 

input is at a high logic, i.e. '1', the circuit act as a subtractor. 

o The exclusive-OR gate connected in series receives input M and one of the inputs B. 

o When M is at a low logic, we have B⊕0 = B. The full-adders receive the value of B, the input carry 

is 0, and the circuit performs A plus B. 

o When M is at a high logic, we have B⊕ 1 = B' and C0 = 1.The B inputs are complemented, and a 1 

is added through the input carry. The circuit performs the operation A plus the 2's complement of B. 

 Unit –II 

4. a) Name the registers for the basic computer with number of bits used and 

describe their functionality. 

CO2 L3 7M 

 

                 

 

 



 

                  

b) Interpret the symbols and binary code used for microinstruction fields. CO2 L2 7M 

           

           

•           Microinstructions 

– Control words stored in control memory 

– Specify control signals for execution of micro operations 

•           Microinstruction Fields 

 

           

 

                      3bits            3 bits          3 bits           2 bits         2 bits        7 bits 

 

                      

                         

                       CD: Condition for branching  

                       BR: Branch field 

                       AD: Address field 

 

 

F1 F2 F3 CD BR AD 

F1, F2, F3: Micro operation fields 



  

 

  



 
 

 



 
 

 (OR) 

 

5. a) State the phases of an instruction cycle? Design the flowchart for instruction                 

cycle                                                                                                                                           

                                                                                                                                              

                                                                                                                                                                                                                                                                                  

                        In the basic computer each instruction cycle consists of the following phases:  

• Fetch an instruction from memory. 

• Decode the instruction. 

• Read the effective address from memory if the instruction has an indirect address. 

• Execute the instruction. 

 

 

CO2 L1 7M 



 

 b) Show the block diagram of the microprogram sequencer and discuss. CO2 L2 7M 

 

                The basic components of a microprogrammed control unit are the control memory and the circuits 

                that select the next address. The address selection part is called a microprogram sequencer. 

 These are the different ways a microprogram sequencer select the address. 

– Incrementing CAR 

– Unconditional or conditional branch, depending on status bit conditions 

– Mapping from bits of instruction to address for control memory 

– Facility for subroutine call and return 

 

 

 



 

                  

 

 

The truth table can be used to obtain the simplified Boolean functions for the input logic circuit:  

                

 

 

 

 

Fig:- Input Logic Truth table for Microprogram Sequencer 

 

                                                            Unit –III 

6. a) Examine the procedure involved in reverse polish notation with an 

example. 

CO3 L3 7M 

 

                Reverse Polish Notation (RPN) was devised as a method of simplifying mathematical  

                Expressions. 

 

 

S
0
 = I

0
 

S
1
 = I

0
I
1
 + I

0
’T 

L = I
0
’I

1
T 



               

 

b) Inspect the hardware for signed-magnitude addition and subtraction. CO3 L2 7M 

 

            



 

(OR) 

7. a) List out any seven addressing modes and interpret each addressing mode 

with syntax. 

CO3 L2 7M 

 

                 Addressing Modes– The term addressing modes refers to the way in which the operand of an 

instruction is specified. 

 

 Implied mode:: In implied addressing the operand is specified in the instruction itself. In this mode 

the data is 8 bits or 16 bits long and data is the part of instruction.Zero address instruction are designed 

with implied addressing mode. 

 
Example:  CLC (used to reset Carry flag to 0) 

  

Immediate addressing mode (symbol #):In this mode data is present in address field of instruction 

.Designed like one address instruction format. 

Note:Limitation in the immediate mode is that the range of constants are restricted by size of address 

field. 

 

Example:  MOV AL, #35H (move the data 35H into AL register) 

 Register mode: In register addressing the operand is placed in one of 8 bit or 16 bit general purpose 

registers. The data is in the register that is specified by the instruction. 

https://media.geeksforgeeks.org/wp-content/cdn-uploads/Addressing_Modes_2.jpg


Here one register reference is required to access the data. 

 
 

 

Example: MOV AX,CX (move the contents of CX register to AX register) 

 Register Indirect mode: In this addressing the operand’s offset is placed in any one of the registers 

BX,BP,SI,DI as specified in the instruction. The effective address of the data is in the base register or 

an index register that is specified by the instruction. 

Here two register reference is required to access the data. 

 
The 8086 CPUs let you access memory indirectly through a register using the register indirect 

addressing modes. 

 MOV AX, [BX](move the contents of memory location s  

addressed by the register BX to the register AX) 

 

 Auto Indexed (increment mode): Effective address of the operand is the contents of a register 

specified in the instruction. After accessing the operand, the contents of this register are automatically 

incremented to point to the next consecutive memory location.(R1)+. 

Here one register reference,one memory reference and one ALU operation is required to access the 

data. 

Example: 

 Add R1, (R2)+  // OR 

 R1 = R1 +M[R2] 

R2 = R2 + d  

Useful for stepping through arrays in a loop. R2 – start of array d – size of an element 

 

 Auto indexed ( decrement mode): Effective address of the operand is the contents of a register 

specified in the instruction. Before accessing the operand, the contents of this register are 

automatically decremented to point to the previous consecutive memory location. –(R1) 

Here one register reference,one memory reference and one ALU operation is required to access the 

data. 

Example: 

Add R1,-(R2)   //OR 

R2 = R2-d 

R1 = R1 + M[R2]  

Auto decrement mode is same as  auto increment mode. Both can also be used to implement a stack as push 

and pop . Auto increment and Auto decrement modes are useful for implementing “Last-In-First-Out” data 

structures. 

 Direct addressing/ Absolute addressing Mode (symbol [ ]): The operand’s offset is given in the 

instruction as an 8 bit or 16 bit displacement element. In this addressing mode the 16 bit effective 

address of the data is the part of the instruction. 

Here only one memory reference operation is required to access the data. 

https://media.geeksforgeeks.org/wp-content/cdn-uploads/Addressing_Modes_3.jpg
https://media.geeksforgeeks.org/wp-content/cdn-uploads/Addressing_Modes_4.jpg


 

Example:ADD AL,[0301]   //add the contents of offset address 0301 to AL 

 

 Indirect addressing Mode (symbol @ or () ):In this mode address field of instruction contains the 

address of effective address.Here two references are required. 

1st reference to get effective address. 

2nd reference to access the data. 

Based on the availability of Effective address, Indirect mode is of two kind: 

1. Register Indirect:In this mode effective address is in the register, and corresponding register 

name will be maintained in the address field of an instruction. 

Here one register reference,one memory reference is required to access the data. 

2. Memory Indirect:In this mode effective address is in the memory, and corresponding memory 

address will be maintained in the address field of an instruction. 

Here two memory reference is required to access the data. 

 

 Indexed addressing mode: The operand’s offset is the sum of the content of an index register SI or 

DI and an 8 bit or 16 bit displacement. 

Example:MOV AX, [SI +05]  

 

  Based Indexed Addressing: The operand’s offset is sum of the content of a base register BX or BP 

and an index register SI or DI. 

Example: ADD AX, [BX+SI] . 

    Based on Transfer of control, addressing modes are: 

 

 PC relative addressing mode: PC relative addressing mode is used to implement intra 

segment transfer of control, In this mode effective address is obtained by adding displacement to PC. 

 EA= PC + Address field value 

PC= PC + Relative value. 

 Base register addressing mode:Base register addressing mode is used to implement inter 

segment transfer of control.In this mode effective address is obtained by adding base register value to 

address field value. 

 EA= Base register + Address field value. 

PC= Base register + Relative value. 

 

 

 

 

 

 

 

 

https://media.geeksforgeeks.org/wp-content/cdn-uploads/Addressing_Modes_5.jpg


 

b) Display the flowchart for Booth multiplication operation and discuss the 

operations performed. 

CO3 L4 7M 

 

 

 

 

 



 

Unit –IV 

 

8. a) Examine the working of associate memory with a neat diagram. CO4 L2 7M 

 

              

 

                                                            Fig: Block diagram of Associative memory 

 

 



 

 

Fig:  Associative memory of m words, n cells per word. 

 

b) Illustrate the mapping procedures while considering the organization of cache 

memory. 

CO4 L3 7M 

 

• If the active portions of the program and data are placed in a fast small memory, the average 
memory access time can be reduced 

• Thus reducing the total execution time of the program 

• Such a fast small memory is referred to as cache memory 

• The cache is the fastest component in the memory hierarchy and approaches the speed of CPU 
component. 

• When CPU needs to access memory, the cache is examined 

• If the word is found in the cache, it is read from the fast memory 

• If the word addressed by the CPU is not found in the cache, the main memory is accessed to read 
the word. 

• When the CPU refers to memory and finds the word in cache, it is said to produce a hit 

 

• Otherwise, it is a miss 

 
• The performance of cache memory is frequently measured in terms of a quantity called hit 

ratio 

• Hit ratio = hit / (hit+miss 

• The basic characteristic of cache memory is its fast access time. 



• Therefore, very little or no time must be wasted when searching the words in the cache 

• The transformation of data from main memory to cache memory is referred to as a mapping 
process, there are three types of mapping: 

– Associative mapping 

– Direct mapping 

– Set-associative mapping 

•  

 

Associative mapping 

• The fastest and most flexible cache organization uses an associative memory 

• The associative memory stores both the address and data of the memory word 

• This permits any location in cache to store ant word from main memory 

• The address value of 15 bits is shown as a five- digit octal number and its corresponding 12- bit 
word is shown as a four-digit octal number 

 

• A CPU address of 15 bits is places in the argument register and the associative memory us searched 
for a matching address 

• If the address is found, the corresponding 12- bits data is read and sent to the CPU 

• If not, the main memory is accessed for the word 

• If the cache is full, an address-data pair must be displaced to make room for a pair that is 
needed and not presently in the cache. 



 

 

Fig: - Associative mapping cache 

Direct Mapping 

 

• Associative memory is expensive compared to RAM 

• In general case, there are 2^k words in cache memory and 2^n words in main memory (in our 

case, k=9, n=15) 

• The n bit memory address is divided into two fields: k-bits for the index and n-k bits for the tag 

field, 

 

 

Fig: - Addressing relationships between main and cache  memories. 

 

 

 

 



 

 

 
 

Fig: - Direct Mapping cache organization. 

Set-Associative Mapping 

• The disadvantage of direct mapping is that two words with the same index in their address 
but with different tag values cannot reside in cache memory at the same time 

 

• Set-Associative Mapping is an improvement over the direct-mapping in that each word of cache 
can store two or more word of memory under the same index address. 

 

• Each index address refers to two data words and their associated tags 

• Each tag requires six bits and each data word has 12 bits, so the word length is 2*(6+12) = 36 
bits. 

 

 
Fig:- Two-way set-associative mapping cache. 

 



 

 (OR) 

 

9.  Analyse the various modes of data transfer to and from peripherals CO4 L2 14M 

 

                   

 

 



 

 

 

 

 



 

 

 

 

 



 

 

 

 

 

 

 

 



 

 

 CPU - IOP Communication : 

l Memory units acts as a message center : Information 

» each processor leaves information for the other   

 

CPU operations IOP operations

Send instruction
to test IOP path

Transfer status word
to memory location

If status OK. , send
start I/O instruction

to IOP
Access memory for

IOP program

CPU continues with
another program

Conduct I/O transfer
using DMA ; prepare

status report

I/O transfer completed
interrupt CPU

Request IOP status

Transfer status word
to memory location

Check status word
for correct transfer

Continue

  

                                                                  Fig:- CPU - IOP Communication  
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