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Introduction

Control engineering deals with the design (and implementation) of con-
trol systems using linear, time-invariant mathematical models represent-
ing actual physical nonlinear, time-varying systems with parameter un-
certainties in the presence of external disturbances.

Need for Control System

1. Power amplification

2. Remote control

3. Convenience of input form

4. Compensation from disturbances
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Introduction

Control system engineering is based on the foundations of feedback the-
ory and linear system analysis, and it integrates the concepts of net-
work theory and communication theory. Indeed, control engineering
is not limited to any engineering discipline but is equally applicable to
aerospace, agricultural, biomedical, chemical, civil, computer, industrial,
electrical, environmental, mechanical, and nuclear engineering. Many
aspects of control engineering can also be found in studies in systems
engineering.

The face of control engineering is rapidly changing. The coming age of
the Internet of Things (IoT) presents many intriguing challenges in
control system applications in the environment (think about more
efficient energy use in homes and businesses), manufacturing (think 3D
printing), consumer products, energy, medical devices and healthcare,
transportation (think about automated cars!), among many others
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Introduction about concepts of plant, system and

control system

What is a System?
A collection of physical, biological or abstract components which
together perform an intended objective

A system gives an output (also called response) for an input (also
called excitation)

Input/Excitation ————| System —— Output/Response

System can be a collection of multiple sub-systems
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Introduction about concepts of plant, system and

control system

What is a Control?

The term control means to regulate, to direct or to command
Combining above two definitions

Control+System=Control System

A control system is defined as a combination of devices and

components connected or related so as to command, direct or regulate
itself or another system.

Input ————  Control System —— Desired Output
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Introduction about concepts of plant, system and

control system

The part of the system which is to be controlled is given different
names, for example, plant, controlled system, process, etc. The control
system designer develops a controller that will control the plant or the
controlled system.

Control systems are used in many applications, for example, the
control of temperature, liquid level, position, velocity, flow, pressure,
acceleration, etc.
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Difference between system and control system

A Fan without blades cannot be a SYSTEM, because it cannot provide
a desired/proper output i.e. airflow

Input Output
——
230V/50Hz

——
No Airflow
—_ —_—
(No Proper/ Desired
Output)

AC Supply

A Fan with blades but without regulator can be a SYSTEM, because it
can provide a proper output i.e. airflow

230V/50Hz Airflow
AC Supply ‘ (Proper Output)
A Fan with blades and with regulator can be a CONTROL SYSTEM,

because it can provide a Desired output. i.e. Controlled airflow

Control
Element
—_—

—
230v/50Hz |l Controlled Airflow
AC Supply (Desired Output)

Input Output
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Introduction about concepts of plant, system and

control system

The basic components of a control system forming a control diagram are
shown in Figure. For easy understanding, consider room heating system
using steam flowing through pipes fitted in the room.

Error detector

(or)

comparator

Reference input

For desired

Controller

temperature

Valve opening

System

Feedback [

Controlled
Controlled| ©utput
>
system Desired

Room being temperature
heated for a

controlled
temperature

Temperature
sensing element
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Introduction about concepts of plant, system and

control system

The flow of steam through the pipes is regulated automatically by a
control valve. The amount of opening of the valve is regulated by a
servomotor. The servomotor, controlling the opening or closing of the
valve, works as a controller for amount of heating of the room. A tem-
perature sensor will measure the room temperature and will provide a
feedback signal for comparison in the comparator. A reference input is
provided to the comparator for the desired temperature. In case the
output temperature is different from the desired temperature, an error
signal will be generated to control the hot steam flow through the valve.

Error detector
(or)

comparator Controlled
Reference input Error Controlled] output
Sianal I Controller i I i |——>
For desired gna) System Desired
temperature Valve opening Room being temperature
System heated for a

controlled

I_l temperature
I Feedback I‘

Temperature
sensing element
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Introduction about concepts of plant, system and

control system

The components shown in the diagram above are defined as follows:

1. Reference Input: This provides input signal for the desired output.
2. Error Detector: It is an element in which one system variable
(feedback signal) is subtracted from another variable (reference signal)
to obtain a third variable (error signal). It is also called comparator.
3. Feedback Element: Feedback signal is a function of the controlled
output which is compared with the reference signal to obtain the error
or the actuating signal. Feedback element measures the controlled
output, converts or transforms to a suitable value for comparison with
the reference input.

4. Error Signal: It is an algebraic sum of the reference input and the
feedback.
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Introduction about concepts of plant, system and

control system

5. Controller: The controller is an element that is required to generate
the appropriate control signal. The controller operates until the error
between the controlled output and desired output is reduced to zero.
6. Controlled System: It is a body, a plant, a process or a machine of
which a particular condition is to be controlled, for example, a room
heating system, a spacecraft, reactor, boiler, CNC machine, etc.

7. Controlled Output: Controlled output is produced by the actuating
signal available as input to the controller. Controlled output is made
equal to the desired output with the help of the feedback system.
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Classification of control systems

Classification of Control System

(Depending on control action)

v v

Open Loop Control Closed Loop Control
System System
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Examples for Open loop control systems

Definition:

“A system in which the control action is totally

independent of the output of the system is called as open

loop system”

Reference I/p
—
r(t)

Controller

—>
u(t)

Process

Controlled

o/p R

c(t)

Fig. Block Diagram of Open loop Control System

An actuator is a device employed by the control system to alter or

adjust the environment.

» Electric_hand drier — Hot

air (output) comes out as

long as you keep your

hand under the machine,

irrespective of how much
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Examples for Open loop control systems

» Automatic washing machine

— This machine runs
according to the pre-set time
irrespective of washing is

completed or not.

> Bread toaster - This
machine runs as per
adjusted time
irrespective of toasting is

completed or not.

Dr.N Rama Devi
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Examples for Open loop control systems

' (Cafe ®
» Automatic __tea/coffee DESIRE

Vending  Machine -

oF

These machines also
function for pre adjusted

time only.
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Closed loop control systems

Definition:

A system in which the control action is somehow dependent on the
output is called as closed loop system

Forward Path 2
Command Error Manipulated Controlled
I/p Signal Signal olp
Reference Controller Plant

Transducer

.
>

m(t) <«

Feedback
Transducer o)

Feedback Path

A sensor is a device that provides a measurement of a desired external

signal. For exa,mple resistance temperature detectors (RTDs) are
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Closed loop control systems

> Automatic _Electric Iron- Heating elements are

controlled by output temperature of the iron.

Ekcircal
gy

Desired
Time

—+

Actuzl
Cryness

(It}

fe edback loay

»Servo voltage stabilizer — Voltage controller
operates depending upon output voltage of the
system.

mPuT PuT

Avio Tarshbmer

Fig. 5.6 Servo Voltage Stabilizer
: eptember 17,




Advantages of OLCS

o Simple in construction and design.
o Economical.
o Easy to maintain.

o Generally stable.

o Convenient to use as output is difficult to measure.
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Disadvantages of OLCS

o They are inaccurate
o They are unreliable

@ Any change in output cannot be corrected automatically.
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Advantages of CLCS

o Closed loop control systems are more accurate even in the presence
of non-linearity.

o Highly accurate as any error arising is corrected due to presence of
feedback signal.

o Bandwidth range is large.
o Facilitates automation.

o The sensitivity of system may be made small to make system more
stable.

o This system is less affected by noise.
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Disadvantages of CLCS

They are costlier.
o They are complicated to design.
@ Required more maintenance.

o Feedback leads to oscillatory response.

Overall gain is reduced due to presence of feedback.

Stability is the major problem and more care is needed to design a
stable closed loop system.
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Differences between OLCS and CLCS

Open Loop Control System

1. The open loop systems
are simple & economical.

2. They
power.

consume less

3. The OL systems are
easier to construct
because of less number
of components required.

4. The open loop systems
are inaccurate &
unreliable

(BEC and Bapatla)

Closed Loop Control System

Dr.N Rama Devi

The closed loop systems
are complex and costlier

They  consume more
power.

The CL systems are not
easy to construct because
of more number of
components required.

The closed loop systems

are accurate & more
reliahle.
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Differences between OLCS and CLCS

Open Loop Control System

5. Stability is not a major
problem in OL control
systems. Generally oL

systems are stable.
6. Small bandwidth.

7. Feedback element is

absent.

8. Output measurement is

not necessary.

(BEC and Bapatla)
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Closed Loop Control System

5. Stability is a major problem
in closed loop systems & more
care is needed to design a

stable closed loop system.
6. Large bandwidth.

7. Feedback element is

present.

8. Output measurement is

necessary.
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Differences between OLCS and CLCS

Open Loop Control System Closed Loop Control System

9. The changes in the output due 9The changes in the output

to external disturbances are not due to external disturbances
corrected automatically. So they are corrected automatically. So
are more sensitive to noise and they are less sensitive to noise
other disturbances. and other disturbances.
10. Examples: 10. Examples:

Coffee Maker, Guided Missile,

Automatic Toaster, Temp control of oven,

Hand Drier. Servo voltage stabilizer.
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Classification of Control Systems

Based on the nature of systems, control systems is further classified
into linear and non-linear, static or dynamic, time variant or
time-invariant systems and causal or non-causal systems.
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Linear Control Systems

When an input X1 produces an output Y1 and an input X2 produces
an output Y2, then any combination aX1+bX2 should produce an
output aY14+bY2. In such case system is linear.

Therefore, linear systems are those where the principles of
superposition and proportionality are obeyed.
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Non-Linear Control Systems

Non-linear systems do not obey law of superposition.

The stability of non-linear systems depends on root location as well as
initial conditions and type of input.

Non-linear systems exhibit self sustained oscillations of fixed frequency.
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Example for Linear or Non-Linear systems

Linear Vs Non-Linear Systems

Linear systems Non-linear systems

* Qutput of the systemvaries  * Output of the system does

linearly with input not vary linearly with input
* Satisfy homogeneity and * Do not satisfy homogeneity

superposition and superposition

: 4 L
* E.g Resistor:[ = y + Eg. Diode: | = ,'0 (et - 1)
|
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Differences between Linear and Non-Linear control

systems
Linear System Non-linear System

1. Obey superposition. 1. Do not obey superposition
Can be analyzed by standard 2. Cannot be analyzed by standard
test signals test signals

3. Stability depends only on 3. Stability depends on root
root location locations, initial conditions &

type of input

4. Do not exhibit limit cycles 4. Exhibits limit cycles

5. Do not exhibit hysteresis/ 5. Exhibits  hysteresis/  jump
jump resonance resonance

6. Can be analyzed by Laplace 6. Cannot be analyzed by Laplace
transform, z- transform transform, z- transform
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Example for Static or Dynamic Control Systems

Static Vs Dynamic Systems

Static systems Dynamic systems
* Atany time, output of the * Output of the system depends
system qepends only on on present as well as past inputs
presentinput + Presence of memory can be
* Memoryless systems observed
o« y(t) = f(u(t),ult - 1),
© (0= ) u(t-2),..)
* Eg. RESMO'; * Eg. Inductor:
I)="2 1

t
ug:ILvma
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Time varying and in-varying Control Systems

Systems whose parameters vary with time are called time varying
control systems.

When parameters do not vary with time are called Time Invariant
control systems.

The mass of missile/rocket reduces as fuel is burnt and hence the
parameter mass is time varying and the control system is time varying

type.
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Example for Causal or Non-causal control systems

Causal Vs Non-causal Systems

Causal systems Non-causal systems
+ Qutputis only dependent on * Qutput depends on future
inputs already received (present inputs as well
or past) + System anticipates future
* Non-anticipatory system inputs based on past
© ()= fx®x(-1),..) oy =f@x(),x(t+1),..)
* Eg * Eg
- Thermostatbased AC — Weather forecasting system
— Motor or generator — Missile guidance system
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Servomechanism, Regulator, Process control and

Disturbance signal

Servomechanism is an automatic control system in which the controlled
variable value is forced to follow the variations of reference value,
instead of regulating a variable value to “set point”. For example,
control of an industrial robot arm, a position control system, etc. It is
also called tracking control system.

Regulator is a feedback control system in which controlled variable is
maintained at a constant value inspite of external load on the plant.
Examples are regulation of steam supply in steam engine by fl y-ball
governor, thermostat control of home heating systems, regulation of
the voltage of an alternator.
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Servomechanism, Regulator, Process control and

Disturbance signal

Process control refers to control of such parameters as level, flow,
pressure, temperature and acidity of process variables.

Disturbance represents the undesired signals that tend to affect the
controlled system. Disturbance may be due to changes made in set
point, amplifi er noise, variation in load, wind power disturbing
outdoor installation, etc. Other disturbances that affect the
performance of the control system may be changes in parameters due
to wear, ageing, environmental effects,high frequency noise introduced
by the measurement sensors, etc. Sometimes disturbance signals may
be too fast for the control system to take care of. Low pass fi lters may
be used to take care of high frequency disturbance signals thereby
maintaining satisfactory performance of the control system.
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Feedback in control system and effect oF Feedback

Feedback control is now a basic feature of modern industry. In
present-day technological society, in order to utilize natural resources
optimally, some form of control is needed.

Control engineering is primarily concerned with controlling industrial
processes and natural resources, and forces of nature purposefully and
for the benefit of mankind.

Early machine and equipment used for control were primarily,
manually operated type, requiring frequent adjustment so as to
maintain and/or achieve the desired performance.

Advanced technology made revolutions in the procedure used for
system analysis and design.

Use of feedback in control systems brings in significant changes in
terms of improvement in overall gain, improvement in system stability,
reduction of sensitivity of the system to variations in system
parameters, and neutralizing or reducing the effect of disturbance
signals.
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Time varying control systems MODELLING A

CONTROL SYSTEM-—TRANSFER FUNCTION
APPROACH

A control system consists of a number of sub-systems. All the
sub-systems work in unison to achieve a desired output for a given
input. Mathematical modelling of sub-systems and also of the whole
system is required for carrying out performance studies. So, modelling
of a control system using transfer function approach has been dealt
with. State space model as well.
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TRANSFER FUNCTION

The relationship between input and output of a linear, time-invariant
system is given by the transfer function.

Definition: The ratio of Laplace transform of the output to the Laplace
transform of the input under the assumption of zero initial conditions
is defined as Transfer Function.

LT
System System
) oy <D By T | C9)

For the system shown,

c(t)= output L{c(t)}= C(s)
r(t)= input L{r(t)}= R(s)
g(t)= System function L{g(t)}= G(s)
Therefore transfer function G(s) for above system is given by,
G(s)= Laplace of output _C»)
i Laplace of input T R(s)
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Procedure For Determining the transfer Function of a

control system

Transfer function of any system can be determined through the
following steps:

Step 1: Formulate the mathematical equation for the system.

Step 2: Take the Laplace transform of the system equation assuming
all the initial conditions of the system as zero.

Step 3: Take the ratio of Laplace transform of the output to the
Laplace transform of the input.

Let us take an example. Let a system be described by the following
differential equation:

Step 1: We write the equation representing the system

5ij + 3ij + 20 + y = 4ii + 2i + x

where y is the system output and x is the system input.
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Procedure For Determining the transfer Function of a

control system

Step 2: Take the Laplace transform of above equation. By assuming all
the initial conditions as zero, we get

(55° + 352 + 25+ 1) Y (s) = (45> + 25+ 1) X(s)

Step 3: Take the ratio of Laplace transform of the output to the
Laplace transform of the input,

Y(s) 48% +2s+1

Transfer function, G(s) = X() T 534352 +25+1

After factorization of the numerator and the denominator of the
transfer function, the poles and zeros can be determined.
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Formulation of equations of Physical systems and their

transfer Functions

A physical system consists of a number of sub-systems connected
together to serve a specific purpose. For example a motor car as a
mechanical system, it has a number of sub-systems like ignition
sub-system, pneumatic sub-system, power transmission sub-system,
and so on. Similarly, electrical systems. mechanical systems, rotational
systems, translational systems, and so on.

For better understanding about the performance of a control system it
is convenient to develop mathematical models of such systems and
study and modify them for giving better performance. But, almost all
physical systems are non-linear to some extent due to that it may be
difficult to write exact mathematical equations for all systems.
Therefore, it is necessary to use the best possible linear approximation
to analyse such systems.
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Formulation of equations of Electrical Systems

A resistor, an inductor and a capacitor are the three basic elements of an
electric circuit. The circuit is analysed by the application of Kirchhoff’s
voltage and current laws.

The relationship that exists between voltage and the current flowing
through the circuit elements may be expressed as: For a resistive circuit,

v=4iR L. (1.1)
Taking Laplace transform,
V(s)=RI(s) ... (1.2)

For a capacitive circuit, v = % fot idt (1.3)
(Considering initial conditions to be zero) Taking Laplace transform of
equation 1.3,

Vis) = é](s) ...... (1.4)
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Formulation of equations of Electrical Systems

For an inductive circuit,

di
=L— .. 1.5
v=1Lo (1.5)

Taking Laplace transform of equation 1.5,

V(s)=sLI(s) ... (1.6)

When these basic elements form an electrical circuit, mathematical for-
mulation is made by using Kirchhoft’s laws. The RLC circuit of Fig. is
analysed by Kirchhoff’s voltage law applied to the closed loop.

B0 A%
L 3

€@ i) c—== W
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Formulation of equations of Electrical Systems

The system equation is
e(t)=L— —i—Rz—i—C/zdt ...... (1.7)
Now taking Laplace transform on both sides, we get

E(s)=LsI(s)+ RI(s) + iI(s)

...... 1.
P (1.8)
(assuming all initial conditions to be zero)
1
E(s)=|Ls+R+—|1I(s) ... 1.9
(9= B rt o] 169 (1.9
LCs? 1
E(s) = [ Cs + ROs ¥ ]I(s) ...... (1.10)
Cs
Let the output voltage v,(t) be taken across the capacitor, C. Then,
1
vo(t) = E/idt ...... (1.11)
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Formulation of equations of Electrical Systems

Taking Laplace transform on both sides of equation (1.11), we get

1
% =—I(s) ... 1.12
b(s) = o 1(5) (112)
(assuming all initial conditions to be zero) Therefore, the transfer func-
tion is given by

G(s) = ‘;’((j)) ...... (1.13)
_ o5 RO
(LCs?+ RCs +1) I(s)
. Vo(s 1
Transfer function, G(s) = E((s)) = (CZ+RCs 1) (1.14)

The block diagram representation shown in Fig.

1
A ICsT +RCs +1 v
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Formulation of equations of Mechanical Systems

In analysis of mechanical systems use three idealized elements, namely,
inertial elements such as mass or moment of inertia, spring and a damper.
The inertial elements, i.e. mass and spring are capable of storing energy
while the damper is capable of dissipating energy. A damper is often
referred to as mechanical resistance. A mechanical system may have
either purely translational motion or purely rotational motion.

74

}—» X Displacement,
Spring
fit)
K /] —lil—) Applied
F] Mass force
Damper

X

A1)
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Formulation of equations of Mechanical Systems

The equations of motion are generally formulated using Newton’s laws of
motion. In pure translational systems, motion is considered to take place
in straight lines. Therefore, the variables-force, displacement, velocity
and acceleration-are aligned in a straight line. If a mass m moves in a
straight line with x as its position at any time with reference to a fixed
reference axis, then by applying Newton’s laws of motion, the force F
acting upon it may be expressed as
o d*z .

Force = Mass x Acceleration; i.e. F' = Mg =m& (1.15)
Again, if a mass m is moving with a velocity v, it will have a stored
translational energy of 1/2mwv?. This provides us with an idea that mass
is an energy storing device.
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Formulation of equations of Mechanical Systems

A spring, when acted upon by a force, gets stressed. For a linear spring,
the deformation produced is directly proportional to the magnitude of
the applied force. The equation describing the relationship of F' and x
for a linear spring is

F=Kz .. (1.16)

where F' is the force exerted on the spring, = is the deformation of the
spring, and K is the stiffness coefficient of the spring.

A spring is usually represented by a coil. A spring is compressed or
elongated by an amount x due to a force F.
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Formulation of equations of Mechanical Systems

A damper is generally represented by a piston in a cylinder. A damper
produces resistance velocity which is often termed as friction. In a fluid
medium this friction is due to the viscosity. When the force due to
friction is proportional to relative velocity, the friction is known as linear
friction. The relationship of forces in a linear damper is given by

dx
t)y=B—=Bx ... 1.1
£(t)= B = pi (1.17)
where f(t) is the damping (resisting) force due to relative velocity &

between two movable parts and B is the coefficient of viscous friction.
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Formulation of equations of Mechanical Systems

Rotation about a fixed axis takes place in a purely rotational system.
The elements are moment of inertia, that is, rotational mass, torsional
spring and damping. Moment of inertia is expressed as J. The
governing equation relating angular velocity w with applied torque T,
according to Newton’s second law of motion, is

T=Jw
d20

- JW - Je ...... (118A)
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Formulation of equations of translational mechanical

system

Mechanical elements which experience deformation due to applied torque
may be considered rotational spring like a long shaft, helical spring,
and so on. The relationship of torque 1" and angular displacement 6 is
expressed as

Viscous fluid
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Formulation of equations of translational mechanical

system

The mass of the system is M (the unit of M is kg ). The displacement
of mass due to applied force f(¢) (the unit of force is Newton) results
in inertia force. This inertia force is the product of the mass and its
acceleration. The spring deflection constant is K Newton/metre. The
restoring force fx for the spring is proportional to its displacement.
The viscous damping in the system is offered by a dashpot damper. The
damping force varies in direct proportion to the velocity. The coefficient
of viscous damping is B Newton /rad/sec.

)( Displacement

Spring
% ] —lil—. Auplned

Damper

A1)
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Formulation of equations of translational Mechanical

Systems

Application of force f(¢) to the mass results in a displacement of x metre.

The equation of motion for the system is obtained by applying Newton’s
Second law of Motion.

. . 2
Inertia force = mass x acceleration = M 42

g2 (1.19)
Applied force = Inertia force + Damping force + Restoring force by
the spring ... (1.20)
fOy=M%z gl 4 e L (1.21)
Rearranging equation, the following equation is obtained
d’x dx
M— + B Kx=f(t) ... 1.22
oz T By T Ke=f(t) (1.22)
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Formulation of equations of translational Mechanical

Systems

Taking Laplace transform on both sides and assuming all initial condi-
tions to be zero,

Ms%X(s)+ BsX(s) + KX (s) = F(s)

...... (1.23)

[Ms? + Bs+ K| X(s)=F(s) ... (1.234)

Transfer function, G(s) = ‘}(((88)) = WETETR (1.23B)
& Ms=+13s % Xl

flo d'x
oL R P N
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‘

Formulation of equations of Rotational Systems

Let T be the applied torque which tends to rotate the disc. The three
basic components of the rotational system are moment of inertia, viscous
friction, and spring stiffness (torsional). The system equation can be
written using the relation,

Applied Torque = Inertia torque + Damping torque + Angular

displacement ... (1.24)
Inertia Torque = Moment of Inertia x Angular acceleration = J %9 dt2
...... (1.25)
Thus, T=J%¢ +BY v K .. (1.26)

Viscous fluid
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Formulation of equations of Rotational Systems

The equivalent circuit diagram of the mechanical system is shown in
Fig.

o
pr
7
Il
K
-
o
i
=

Taking Laplace transform on both sides of torque equation and
assuming all initial conditions as zero,

T(s) = Js*0(s) + BsO(s) + KO(s) ... (1.27)
T(s)=(Js*+Bs+K)0(s) ... (1.28)
Transfer function, G(s) = ;%3 = ST EaR | (1.29)
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Analogies of mechanical and electrical systems

Sometimes mechanical and other systems are converted into electrical
analogous systems for the ease of design, modification and analysis.
Analogous systems have the same type of differential equations. We
will discuss two types of analogies, namely, force-voltage analogy and
force-current analogy.
Force-Voltage Analogy
The mathematical representation of mechanical system is
MEE LB e~ (1.30)

72 o TEe=10 .
The analogy of this equation can be established by the voltage equa-
tion of a RLC electrical circuit. The voltage equation for the circuit is
established as follows:

L— +R1+C/zdt—e ...... (1.31)
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Analogies of mechanical and electrical systems

Electrical circuit for force-voltage analogy
As the current is the rate of flow of electric charge, i = %. Thus, the
equation becomes
2

I T PR 0
It is observed that equation ( 1.29 ) is analogous to equation (1.32). The
three equations, namely, i) the equation for the mechanical translational
system represented by mass, spring and damper; ii) the mechanical ro-
tational system represented by moment of i and stiffness; and iii) the
electrical system of inductance, resistance, and capacitance placed to-
gether as

() ! EJ J% L.ls%’ ki
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Force-Voltage Analogy

MEE LB ke (1.33)
dt2 dt x=fJt) .. .
d’0 do
B tEe=T L (1.34)
d?q dg 1

LW +R% + Cq (t) ...... (1 35)

From the above three equations, the analogies between the mechanical
translation, mechanical rotational, and electrical system are established
and shown in Table below.

Systems Systems
Force, f Torque, T Voltage, e

Mass, M Moment of inertia, J Inductance, L

Viscous friction B | Viscous fricti B R

Spring Stiffness, K Torsional spring stiffness, K Reciprocal of capacitance, 1/C
Displacement, x Angular displacement, & Charge, g

Velocity, % Angular velocity, # Current, /
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Force-Voltage Analogy

Mechanical Translational Mechanical Rotational Electrical Systems

Systems Systems

Force, f Torque, T Voltage, &

Mass, M Moment of inertia, J Inductance, L

Viscous friction coefficient, B | Viscous friction coefficient, B Resistance, R

Spring Stiffness, K Torsional spring stiffness, K Reciprocal of capacitance, 1/C
Displacement, x Angular displacement, & Charge, q

Velocity, & Angular velocity, 6 EUrant

In mechanical system, f(¢) is the force applied whereas in electrical sys-
tem, e(t) is the voltage applied. This is the reason for which the analogy
is called force-voltage analogy. In rotational system, force is replaced by
torque.

Dr.N Rama Devi September 17, 2021 59 /176



Force—current Analogy

(Do [ég B =c

-

Applying Kirchhoff’s current law in the L-R-C parallel circuit shown in
Figure, we can write

iL+ic+iR=i(t) ...... (1.36)

we know that the emf induced in an inductor is e = L%; Current through
the inductor is, i, = 7 [ edt and the charge on a capacitoris ¢ = [i.dt

and
q=_Ce

/icdt =Ce
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Force—current Analogy

Current through the capacitor i, is, therefore, Also,

de
le = C%
1
irRR=c¢eig = Ee
1 1
i = z/edt;iR = Re;ic = C’%
Substituting the values of iy, i and i, in equation ( 1.36), we get
1 de 1 .
Z/edt FOTtze=ilt) (1.37)

In terms of flux linkage, ¢ the above equation can be represented by
putt in e = % where ¢ = N, i.e. the flux linkage Equation ( 1.37 )
becomes,
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Force—current Analogy

1 ldy &> N _
Z’(p-i-ﬁg CW —'L(t) |: /edt—’l[)} ...... (138)
Rearranging, we get
d> 1dy 1 .
W+§E+Z¢_z(t) ...... (1.39)

The above equation 1.39 is compared with the equation 1.33 and 1.34
The analogies between the mechanical translation, mechanical rotational,
and electrical system are established and shown in Table below.

Systems Systems

Force, f Torque, T Current, i

Mass, M Moment of inertia, J Capacitance, C

Viscous friction B | Viscous fricti B R of 1R
Spring stifiness, K Torsional spring stifiness, K Reciprocal of inductance, 1/L
Displacement, x Angular displacement, & Flux linkage, v

Velocity, % Angular velocity, @ Valtage, &
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Hydraulic system

Let us determine the transfer function of a typical hydraulic system. A
hydraulic system works due to liquid pressure difference.

A dashpot (or damper) is shown in Figure. Whenever a step displace-
ment, x is applied to the piston, a corresponding displacement y becomes
momentarily equal to x. The applied force will make oil to flow through
the restriction R and the cylinder will return to its original position.

Lo

Piston rod P Al x

™4 [Spring

Cylinder Fiston |__,x L,

Assuming inertia force to be a negligible, the forces balancing are repre-
sented as A (p1 — p2) = ky ... (2.19) where A is the piston area, k is the
spring constant and pi, ps are the oil pressure existing on the right and
left side of the piston.
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Hydraulic system

The flow rate g through the restriction with resistance R is given by

Pl D2
R

The oil is assumed to be incompressible (so oil density p = constant).
As the mass of oil flow through the restriction in time dt must balance
with the change in mass of the left side of the piston, we have

qdt = Ap(dx — dy)
Rearranging and using equations (2.19) and (2.20), we obtain or,

dr. dy ¢ Sy ky
dt dt  Ap RAp RA2p
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Hydraulic system

Taking Laplace transform with zero initial conditions, we get

k

sX(s)=sY(s)+ RAZ,

Y(s)
So, the transfer function of the system becomes

G(s) = Y(s) s s TS

X(S)_S-i-R%p_S‘i‘%_l‘}_TS

2
where 7 = %ﬁ, 7 is called the time constant.
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Pneumatic System

A pneumatic system works due to the pressure difference of air or any
other gas. We shall consider a simple pneumatic system with an actu-
ating valve as shown in Figure.

Input
e
A pressure, £

Diaphragm

M

Plunger
Output, 8 |~
dlsplauemem]. L

¥

Air at a pressure, p; is injected through the input manifold. The plunger
arrangement has a mass M, B and K being the coefficients of viscous
friction and spring constant respectively. If A is the area of diaphragm,
then the force exerted on the system will be Ap, Force F' = Pressure x
Area that is,
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Pneumatic System

F=piA=Ap;
Py L dy
F=M-—2+B=2 +k
a2 TP T
Again, .
PPy dy
— 2 4+ B~ 4+ Ky=AP,
Mdt2 +Bdt + Ky 0

Taking Laplace transform of both sides and assuming initial conditions
to be zero, we get

Ms%Y (s) + BsY (s) + KY (s) = AP;(s)

The transfer function is

Transfer function, G(s) =
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Thermal System

Figure shows a water heating system (a thermal system) where input
water temperature is §; and output water temperature is 6,

Thermal
insulation

Input wiater 2
temperature, 5,
Heat insulated wall —é

The following assumptions are made to analyse the thermal system and
determine its transfer function.

i) The temperature of the medium is uniform

ii) The tank is insulated from the surrounding atmosphere.

Let the steady state temperature of inflowing water is 6; and that of
outflowing water is fy. The steady state heat input rate from the heater
is Q). Let the water flow rate be constant. Any increase in heat input
rate, AH will be balanced by increase in heat outflow rate, AH; and
heat storage rate in the tank, AHo.

Cutput water

%'iz_" temperature,

Electric
heater cail
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Thermal System

Using heat balance equation, we can write
AH =AH, +AH,
AH; = QSAb
where @ is water flow rate and S is the specific heat

Aby
AHl == ?
where R = %, is called the thermal resistance Heat storage rate in the

tank,

d
AHy = MS— (Aby)
dt
d
=C— (Af
5 (Bbo)
where M is the mass of water in the tank; C = MJS, is the thermal

capacitance of water and % is the rate of rise of temperature of
water in the tank. Now from equations (2.23), (2.24) and (2.25) we can

write,
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Problems

Probl: Obtain the transfer function of the mechanical system shown in
Fig. and draw its analogous circuit.

— ¥, = x Output
8
|
, y M, —.B! 0
— I —
o
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Problem1

Probl: Obtain the transfer function of the mechanical system shown in
Fig. and draw its analogous circuit. \,((5)

o
6= FB)
4 x

/—>
F(® "
Fs E F;:’}iﬁ;%‘:xg
Fu= k(x,é:f)
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Problem1
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Problem1
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Problem1
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Problem1

18,65 L H 1R 105 HABIES T CEit )L oS P
Mmmms

{,, 2+ s S+t J

o= @,u W1+ H,Ca..+6)s +H;.C&:f6)$3+ﬂ,f«s ,m,,(n:ﬁss
+b|6ys '+ Byls 188 V6,55 FoKS+bs
+ &, s+ F
s A | His' (8BS —+C£(+k)]
[mmﬂf—@,s,mo Hi A7) - )

805
+ Gy ety HHEF 8B OB
,r, +88 FoEEE + K K]

(BEC and Bapatla) Dr.N Rama De September 17, 2021 76 /176



Problem1
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Problems

Prob2: Draw the mechanical network for the system shown in Fig and
draw its analogous circuit.

T
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Problem?2
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Problem?2
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Problems

Prob3: Draw the mechanical network for the system shown in Fig and
draw its analogous circuit.
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Problem3

Home Work




Prob4: Using force-voltage analogy and force—current analogy draw
the equivalent analogous system for the system shown in Figure.
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K
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Problem4
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Ture/False Questions

Q.1

i

ii

1ii

v

vi

vii

State whether the following statements are True or False.

Feedback control systems are also referred to as closed-loop control
systems

A washing machine where the washing is done on a time basis
through a timer is an example of closed-loop control system

In an open-loop the control operation is independent of the output

In an error detector the feedback signal is added with the reference
signal to obtain error signal

A refrigerator is an example of closed-loop control system

Performance of an open-loop system depends on the settings of the
system components

Fixed-time traffi ¢ light control system is an example of closed-loop
control system
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Ture/False Questions

viii In a linear system the response produced by simultaneous action
of two different forcing functions is the difference of individual re-
sponses

ix In stochastic control system the response is not predictable and
repeatable

x Servomechanism is an automatic control system
xi An open-loop system is a system without feedback

xii A control system is an interconnection of components forming a
system configuration that provides a desired system response

xiii A closed-loop control system uses a measurement of the output and
compares it with the desired input (reference or command)

xiv A negative feedback control system is the one where the output
signal is fed back so that it is added to the input signal
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Fill in the blanks

Q.1 Complete the following sentences.

i) The transfer function of a linear system is defined as the ratio of the
of the output variable to the of the input variable

ii) Transfer function of an integrating circuit is G(s) =

iii) Transfer function of a differentiating circuit is G(s) =

iv) First step in determining the transfer function of a control system is
to formulate the for the system

(BEC and Bapatla) Dr.N Rama Devi September 17, 2021 99 /176



Fill in the blanks

v) If the transfer function of a system is known, we can determine the
behaviour of the system for to understand the nature of sys-
tem

vi) A system is described by the differential equation 43 + 2y +y =
5% + 3% + 24 + x, where x is the system output and y is the system
input. The transfer function of the system is

vii) Transfer function of a mechanical system having mass, spring and
damper is calculated as G(s) =
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Multiple Choice Questions

Q.2 A closed-loop control system can be defined as

a system that directly generates the output in response to an input
signal

b system with a measurement of the output signal and a comparison
with the desired output to generate an error signal that is applied
to the actuator

¢ an interconnection of components forming a system configuration
that will provide a desired response, the output having no effect
upon the signal to the process

d a system that utilises a device to control the process without using
feedback

(BEC and Bapatla) Dr.N Rama Devi September 17, 2021 101 /176



Multiple Choice Questions

Q.3 In a multivariable control system there is
a more than one input variable but one unique output
b one input variable but variable outputs
¢ more than one input variable or more than one output variable

d more than one input variable and more than one output variable
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Multiple Choice Questions

Q.4 A negative feedback control system is the one where

a the output signal is fed back as it subtracts from the input signal
to provide desired response

b the output signal is fed back so that it adds to the input signal to
reduce the output

¢ the input signal is reduced so as to reduce the output when it is
more than the desired value

d control of the process is achieved without using any feedback
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Modeling of Electronics Amplifiers

Operational amplifiers, often called op amps, are frequently used to
amplify signals in sensor circuits. Op amps are also frequently used in
filters used for compensation purposes. Figure shows an op amp. It is a
common practice to choose the ground as 0 volt and measure the input
voltages el and e2 relative to the ground. The input el to the minus
terminal of the amplifier is inverted, and the input e2 to the plus
terminal is not inverted.The total input to the amplifier thus becomes
e2-el.

eo =K (ea —e1) = —K (e1 — e2)
where the inputs el and e2 may be dc or ac signals and K is the
differential gain (voltage gain).

e o=
&3 O————+

(BEC and Bapatla) Dr.N Rama Devi September 17, 2021 104 /176



Modeling of Electronics Amplifiers

Note that the op amp amplifies the difference in voltages el and e2.
Such an amplifier is commonly called a differential amplifier. Since the
gain of the op amp is very high, it is necessary to have a negative
feedback from the output to the input to make the amplifier stable.
(The feedback is made from the output to the inverted input so that
the feedback is a negative feedback.) In the ideal op amp, no current
flows into the input terminals, and the output voltage is not affected
by the load connected to the output terminal. In other words, the
input impedance is infinity and the output impedance is zero. In an
actual op amp, a very small (almost negligible) current flows into an
input terminal and the output cannot be loaded too much. In our
analysis here, we make the assumption that the op amps are ideal.
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Inverting Amplifier

Consider the operational-amplifier circuit shown in Figure.

Let us obtain the output voltage eo. The equation for this circuit can
be obtained as follows: Define

e, —e . e —e,
lg = ———
R~ Ry
Since only a negligible current flows into the amplifier, the current i;
must be equal to current i5. Thus

11 =

e, —€e e —e,

R Ry
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Inverting Amplifier

Since K (0 —€’) = eg and K > 1, ¢’ must be almost zero, or e/ = 0.
Hence we have

€  —€o
R~ Ry
or
Ce = —R—lel

Thus the circuit shown is an inverting amplifier. If Ry = Rs, then the
op-amp circuit shown acts as a sign inverter.
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Noninverting Amplifier

Figure a shows a noninverting amplifier. A circuit equivalent to this
one is shown in Figure b. For the circuit of Figure b, we have

By
; o

ETS

@ i

Ry
o:K i 55 . 15 Ce
e (e R1+R26)

where K is the differential gain of the amplifier. From this last

equation, we get
Ry . 1
ei=|=—=+—=]e¢
! Ri+ Ry K ©

Since K > 1, if R1/ (R1 + R2) > 1/K, then

This euation 1ves the output voltage e,. Since e, and e; have the
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Problem

Figure shows an electrical circuit involving an operational amplifier.
Obtain the transfer function.

W
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BLOCK DIAGRAM REPRESENTATION

@ Any control system will have a number of control components. A
control system can be represented in block diagram form.

o For making a block diagram, first the transfer function of the system
components are determined. They are then showed in respective
blocks. These blocks are connected by arrows indicating the direc-
tion of flow of signals in the control system whose block diagram
is being represented. The signals can pass only in the direction of
arrows represented in the diagram.

o The arrow head pointing towards a particular block indicates the
input to the system component and the arrow head leading away
from the block indicates the output. All the arrows in a block
diagram are referred to as signals.
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ADVANTAGES OF BLOCK DIAGRAM

REPRESENTATION

The following are the main advantages of block diagram representation
of control systems.

o The overall block diagram of a system can be easily drawn by con-
necting the blocks according to the signal flow. It is also possible
to evaluate the contribution of each of the components towards the
overall performance of the control system.

o Block diagram helps in understanding the functional operation of
the system more readily than examination of the actual control
system physically. It may be noted that a block diagram drawn for
a system is not unique, that is, there may be alternative ways of
representation of a system in block diagram form.
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BLOCK DIAGRAM REPRESENTATION

As introduced earlier, the input-output behaviour of a linear system or
element of a linear system is given by its transfer function

where R(s) = Laplace transformation of the input variable; and C(s) =
Laplace transform of the output variable.

A convenient graphical representation of this behaviour is the block
diagram as shown in Fig (a) wherein the signal into the block
represents the input R(s) and the signal out of the block represents the
output C(s), while the block itself stands for the transfer function
G(s). The flow of information (signal) is unidirectional from the input
to the output with the output being equal to the input multiplied by
the transfer function of the block.

Aig) [ cis) —
o | ova
-1l) . ®) )
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BLOCK DIAGRAM REPRESENTATION

A complex system comprising of several non-loading elements is
represented by the interconnection of the blocks for individual
elements. The blocks are connected by lines with arrows indicating the
unidirectional flow of information from the output of one block to the
input of the other. In addition to this, summing or differencing of
signals is indicated by the symbols shown in Fig (b), while the take-off
point of a signal is represented by Fig(c).

Rys} ™ Cis) =
il o am | Chatpes -
i _l-l.!. B ] ]
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BLOCK DIAGRAM OF A CLOSED-LOOP SYSTEM

AND ITS TRANSFER FUNCTION

The basic block diagram representation of a unity feedback control
system has been shown

Summing

Input point Output
E 1
R(s) i o o )
Unity Feedback

When the output is fed back to the summing point for comparison with
the input to create an error signal, it is necessary to convert the form of
the output signal to that of the input signal. The quantities being added
or subtracted at the summing point should have the same dimensions
and therefore, should have the same units. The conversion of a fraction of
output signal on feedback path is done by the feedback element whose
transfer function is H(s). The feedback element modifies the output
before it is compared with the input signal.
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BLOCK DIAGRAM OF A CLOSED-LOOP SYSTEM

AND ITS TRANSFER FUNCTION

Fig. shows the standard form of representation of a feedback control
system in block diagram form. Here a fraction of output B(s) = C(s)
H(s) is brought to the summing point thereby producing an error signal.
This block diagram is also called the canonical form of representation of
a control system. G(s) is the system transfer function.

Surrming
it
Input = E(5) a1 Output
Ris) + G(5) I Cis)
B(5)

Referring to Fig we can write, E(s) = R(s) — B(s)
B(s) = H(s)C(s) and C(s) = E(s)G(s)
E(s) = R(s) — H(s)C(s) or, R(s)= E(s)+ H(s)C(s)
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BLOCK DIAGRAM OF A CLOSED-LOOP SYSTEM

AND ITS TRANSFER FUNCTION

R(s) = E(s)+H(s)E(s)G(s) Therefore, the closed loop transfer function

Cls) _ B()G(s)
R(s) E(s)+ H(s)G(s)E(s)
G(s)

T 1+ G(s)H(s)
Transfer function,
Cls) G
R(s) 14+ G(s)H(s)
The above function is the closed loop transfer function for negative fecd-
back.
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BLOCK DIAGRAM OF A CLOSED-LOOP SYSTEM

AND ITS TRANSFER FUNCTION

The transfer function for a closed loop system with positive feedback is
given by

C(s) _ G(s)

R(s) 1—G(s)H(s)
This is because, the error signal for positive feedback will be, E(s) =
R(s) + B(s). For a unity fecdback control system, H(s) = 1. The
transfer function for a unity focdback system is

Cls) _ Gls)
R(s) 1+G(s)

where plus sign in the denominator stands for negative feedback.
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BLOCK DIAGRAM REPRESENTATION OF

COMPONENTS OF A SERVOMECHANISM

A servomechanism, also called a position control system, is a feedback
control system and consists of a mechanism in which the output of the
system may be some mechanical position, velocity or acceleration. Ser-
vomechanism and position control systems are synonymous. In almost
all servomechanism applications d.c. motor drives and gear mechanism
are used.

In servo applications, a DC motor is required to produce rapid acceler-
ation from stand still (position of rest). Therefore, the physical require-
ments of such a motor are low inertia and high starting torque. Low
inertia is attained with reduced armature diameter.

In control systems, DC motors are used in two different control modes: a)
Armature control mode with constant field current; and b) Field control
mode with fixed armature current.
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Transfer function of the DC motor

The DC motor is a power actuator device that delivers energy to a load,
as shown in Figure (a). The DC motor converts direct current (DC)
electrical energy into rotational mechanical energy. A major fraction of
the torque generated in the rotor (armature) of the motor is available to
drive an external load. Because of features such as high torque, speed
controllability over a wide range, portability, well-behaved speed-torque
characteristics, and adaptability to various types of control methods,
DC motors are widely used in numerous control applications, including
robotic manipulators, tape transport mechanisms, disk drives, machine
tools, and servo valve actuators.
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Transfer function of the DC motor

The transfer function of the DC motor will be developed for a linear
approximation to an actual motor, and second-order effects, such as
hysteresis and the voltage drop across the brushes, will be neglected.
The input voltage may be applied to the field or armature terminals.
The air-gap flux ¢(¢) of the motor is proportional to the field current,
provided the field is unsaturated, so that

¢(t) = Kyif(t)

The torque developed by the motor is assumed to be related linearly to
¢(t) and the armature current as follows:

Tn(t) = K19(t)ia(t) = K1 Kpip(t)ia(t)
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Transfer function of the DC motor

First, we shall consider the field current controlled motor, which
provides a substantial power amplification. Then we have, in Laplace
transform notation,

Tin(s) = (K1 Kyla) Iy(s) = Kilg(s)

where i, = I, is a constant armature current, and K, is defined as the
motor constant. The field current is related to the field voltage as

Vi(s) = (Ry+ Lys) I¢(s)

The motor torque T,,,(s) is equal to the torque delivered to the load.
This relation may be expressed as

Tin(s) = Tr(s) + Tu(s)

where T7,(s) is the load torque and Ty(s) is the disturbance torque,
which is often negligible.
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Transfer function of the DC motor

However, the disturbance torque often must be considered in systems
subjected to external forces such as antenna wind-gust forces. The load
torque for rotating inertia, as shown in Figure, is written as

Ti(s) = Js*0(s) + bso(s)

T1(s) = Tm(s) — Tu(s)

Tm(s) = KmIf(s)
Vi(s)

b =51

Therefore, the transfer function of the motor-load combination, with
Ta(s) =0, is
0(s) Ky,

) Kl ULy
Vi(s) s(Js+0b)(Lys+ Ry)

s(s+b/J)(s+ Ryg/Ly)
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Transfer function of the DC motor

The block diagram model of the field-controlled DC motor is shown in
Figure. Alternatively, the transfer function may be written in terms of
the time constants of the motor as

0(s) _ _ Ka/(Ry)

Vi(s) U (ts+1) (s +1)
where 7 = Ly/Ry and 77, = J/b. Typically, one finds that 7, > 7 and
often the field time constant may be neglected.
The armature-controlled DC motor uses the armature current i, as the
control variable. The stator field can be established by a field coil and
current or a permanent magnet. When a constant field current is
established in a field coil, the motor torque is

Tin(s) = (K1 Kyly) Ia(s) = Kmla(s)
When a permanent magnet is used, we have
Tin(s) = Kinla(s)

where K, is a function of the permeability of the magnetic material.
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Transfer function of the DC motor

The armature current is related to the input voltage applied to the
armature by

Va(s) = (Ra + Las) La(s) + Vi(s)

where V,(s) is the back electromotive-force voltage proportional to the
motor speed. Therefore, we have

Vi(s) = Kyw(s)

where w(s) = s6(s) is the transform of the angular speed and the
armature current is
Va(s) — Kiw(s)

R, + Lgs

I,(s) =

Tr(s) = Js%0(s) + bsO(s) = Tm(s) — Tu(s)
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Transfer function of the DC motor

_0(s) _ Km
~ Va(s)  s[(Ra+ Las) (Js+b) + KpKpny]
J— Km
5 (82+ 2¢wnrs + w?)
However, for many DC motors, the time constant of the armature,
Ta = Lo/ Ry, is negligible; therefore,

G( ) . 9(8) B Km . Km/ (Rdb—l-Kme)
Y TV(s) T s[Ra(Js+b) + KyKm] | s(rs+1)

where the equivalent time constant 71 = RgJ/ (Rab 4+ KpKy).
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Block Diagram of the field controlled DC motor
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Block Diagram of the armature controlled DC motor
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Transfer functions for different

machines

Element or System G(s)
D maodor, field-controlled, rotational actuator
L L

AC motor, two-phase control Geld, rotational sctuator
;
Ak
y
h Reference
eld

Ratary Amplifier {Amplidyne)

Vis) " 3lis + B)Ls + K

(s K,

6 T R T LA T T Rk

Bix) K
Vls)  rlem + 1)
I = m)
m = slope af linearired lorguesspeed
curve (mormally negative)

Vals) K (RR)
V) Gt DG 1)
o= LR 1= LR,
Ko the unloaded case, iy = 0.7, = 7,
0055 < 1 < 058

Vg Vo = Va
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Reduction of Block diagram and it’s Rules

Complex systems are represented by the interconnection of many
subsystems.

In order to analyze our system, we want to represent multiple
subsystems as a single transfer function.

There are three topologies that can be used to reduce a complicated
system to a single block.

Cascade form

Parallel form

Feedback form
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duction of Block diagram and it’s Rules

Transformation Original Diagram Equivalent Diagram

1. Combining blocks in cascacde X Xy X, X
= e “fom
.

2 Moving a summing point
behind a block

3. Moving a pickod! point
ahead of a block

4 Moving a pickodl point
behind a block

5. Moving a summing point
ahead of a block

6. Eliminating a feedback loop




duction of Block diagram and it’s Rules

a) When two or more blocks are connected in series, we are to multiply the transfer
functions and put as one block as shown in Fig.

X ¥ X ¥
g [T
Inpi o et B 12

Equivalent of serias comacted hiocks

b} When two blocks are connected in parallel, the transfer functions are to be added as

shown in Fig.
A - SR

I G, I

=1

Equivalent of paraiel connecied blocks
) When shifting the summing point prior to, i.c. before a block,

- -

-
-

A l’l & I AL Mz —B

Tnput | 1 Qutput

B
Feedback Feedback

Shifting & summing point prioe 1o a hisek

Note that in this shifting the original input, output and feedback quantities, i.c. 4,
AG — B, and B respectively, must not change. Fig. shows shifting of the summing
point before block & with the help of a dotted line.

=

Wy



duction of Block diagram and it’s Rules

d) Shifting the summing point beyond, i.c. afier a block.

Shilting 2 sumeming point after & bock
As shown in Fig. , to keep the output signal unaltered, a block G has been placed in
the feedback path.
€} Mowing a take-off point from after a block to before a block.

Moving & take-ff peint 1o betre & bisek
As shown in Fig. .a block G has 1o be introduced in the feedback path to keep feedback
signal 35 AG unaltered.
) Mowing a take-off point beyond i.e. afier a block

Maving & take-olf paint beyand & block

A block of 1/G has to be iniroduced in the feedback path to maintain the equivalence as
shown in Fig.

=
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Procedure for reduction of Block Diagram model

tepl: Reduce the cascade blocks.

Step2: Reduce the parallel blocks.

step3: Reduce the internal feedback loops.

Step4: Shift take-off points towards right and summing points towards
left.

tep 5: Repeat step 1 to step 4 until the simple form is obtained.
C(s)

tep 6: Find transfer function of whole system as R(s)
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Procedure for finding output of Block Diagram model

with multiple inputs

Stepl: Consider one input taking rest of the inputs zero, find output
using the procedure.

Step2: Follow step 1 for each inputs of the given Block Diagram model
and find their corresponding outputs.

Step3: Find the resultant output by adding all individual outputs.
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Problems on Block Reduction

Problem1:Reduce the block diagram of Figure to canonical form and
derive the overall transfer function

F'y

RE) 5 "
= = C(s)
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Problems on Block Reduction
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Problems on Block Reduction

H, |<
R(s)
D
|H1/G3‘
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Problems on Block Reduction

GaGs

|

(1+G,GsHz) C(s)

|H1/G3=

(BEC and Bapatla) Dr.N Rama Devi September 17, 2021 140 /176



Problems on Block Reduction

R(s) ' ' G1G2G3
06‘ 06‘ (1+G,GsHa) ’_C’(S)
[ -le
[izel-
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Problems on Block Reduction

R(S) G, G; G

(1+G1G2H1+G2G3H2) C(s)
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Problems on Block Reduction

G1 Gz Gs

R(s)

| 2

» C(s)
(1+G1G2H1+G2G3H2)
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Problems on Block Reduction

Problem2:Reduce the block diagram of Figure to canonical form and
derive the overall transfer function

Cls)
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Problems on Block Reduction

Ris) Cis)
—»®+ Gy G -——--l-@-»- 3

H;
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Problems on Block Reduction

Ris) Cis)
—»—@—y Gy ~(%~@— Gz+Hy Gy

H;

afe
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Problems on Block Reduction

R (&
iL@—V G (G2+H1)Ga il

Hz
Gz

H;
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Problems on Block Reduction

Cixy

Ris) C g
Gy
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Problems on Block Reduction

Cixy

Ris) C g
Gy
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Problems on Block Reduction

Ris) (G2+H1)G3 Cs)
—*—@ }"'l"' Gy

1+(G2+H1)[H2+G3H3)
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Problems on Block Reduction

R(s) . G1G;(Gz+H,) cls)

A
Y

G1G3(Go+H,)+(Go+H 1) (H+GsHs)
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Problems on Block Reduction

Problem3:Reduce the block diagram of Figure to canonical form and
derive the overall transfer function

(]
"ﬂ-@@—«?@@ [
L L
] L2
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction

Reduce the block diagram of Figure to canonical form.

R, G, »C
G,
G

R, G, % G
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction

v
o
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction

For the system represented by block diagram shown in figure,
determine C1/R1 and C2/R1.
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Problems on Block Reduction
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Problems on Block Reduction
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Problems on Block Reduction

R, (P MENE Tt T8 A% M.

4
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Problems on Block Reduction

ORI, g G
1+ G, ’ !
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Problems on Block Reduction

R, GG,(1+G,) S
(1+G4) - GG,GHH;,

GE(14 G)) :
R, | (1+G,) - GG,GHH, : G,

T, GG+ G, A< e

(1+G,)-G,G,GHH,
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Problems on Block Reduction

iR _ GG,(1+G) S C:.
(1+G¢)'G1G_4(35H1|'|; +GG,(1+Gy) ' )

C _ GiG,G;3(1+ Gy)
Ry (1+GG,) (1+Gy) - GG,GsHH,
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Problems on Block Reduction
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Problems on Block Reduction

The transfer function of the system when the input and output are.R: and C1 is given by.
C_ GGG, (1+Gy)
R, (1+GG,) (1+G,) - GGGeHHy
The u‘ansfar function of the system when the input and output are R1 and Czis gwen by,
Eg_ G1G4GsGs H, :
Ry (1+Gy) (1+GG;) - GG,GsHH,
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FEEDBACK SYSTEM

A closed-loop or feedback system generates the output in response to an
error signal obtained by comparing the input with the feedback signal

produced by measuring output so that the error is continually reduced
and the process comes under control.

Input —— Comparator Controller Process Output

Output
measuring device and "

Feedback
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FEEDBACK SYSTEM

Feedback control systems are used in all applications like in production
control, quality control, economy control, process control, etc. Process
control systems are feedback control systems where the output variables
like temperature, pressure, humidity, etc. are regulated by feedback
control mechanism.
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EFFECT OF FEEDBACK

A feedback is provided to bring about improvement in the performance
of a control system. The advantages of feedback in a control system
are:

a) Feedback reduces the sensitivity of the system to its parameter
variations. Parameters may vary due to ageing, environmental changes,
etc. If feedback is introduced the system performance will not be
adversely effected.

b) Feedback improves the sensitivity of a control system but there
would be reduction in system gain.

c¢) Feedback improves the stability if properly designed.

d) Negative feedback reduces the overall gain of the system.

e) System response to disturbance signal can be reduced with feedback.
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Effect of feedback on parameter Variations

Suppose due to system parameter changes, the transfer function G(s)
changes to G(s) + AG(s), the corresponding change in output, i.e. AC(s)
with respect to open-loop and closedloop system will be,

AC(s) = AG(s) R(s) for open-loop system and
= _AGE)Rs) for closed-loop system
1+ Gs)H(s) (ignoring change AG(s) in the denominator).

So the change in output due to parameter variation of G(s) in the closed-
loop (feedback) system is reduced by a factor of [1 + G(s) H(s)] which
is usually much greater than unity

Sensitivity is the ratio of relative variation of the overall transfer function
of the system due to variation of G(s). The effect of feedback in control
system is to reduce the sensitivity to parameter variation on the system’s
output.
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Effect of feedback on transient response

Transient response is the response of a system with respect to time before
steady-state is reached. To understand the effect of feedback on transient
response, we may again consider the speed control system

Tis)

7.48) _% =l (8
+ Js +8 i

M) o)
L=

e

w (8)

Applying a step input of V,.(s) = %, we get the speed of the motor for
a closed-loop operation as

(s) KV,.(s) KKs/T
w = =
Ts+ KK +1 s (s+ KBt

(BEC and Bapatla)

Dr.N Rama Devi

September 28, 2021 6/14



Effect of feedback on transient response

Taking inverse Laplace transform, we get
= BE ()] o g closedd] tem and
w()_TKKt —e or a closed-loop system an
= KK, (1 - e__Tt) for an open-loop system,

where and
R,J

" T R.B+ KrK,

It is clear from the above expression of w(t) that the open-loop system
with a large time constant t exhibits poor transient response. However
in the closed-loop system, the time constant is reduced by a factor of
(1 + KKt) and hence the transient response can be adjusted by varying
amplifier gain Ka and tachometer gain Kt, if needed.
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Effect of feedback on disturbance signal

A disturbance signal is an unwanted input signal that affects the system’s

output. The block diagram of a closed-loop system with disturbance
signal Td(s) is shown in Fig.

The ratio of output to disturbance signal is obtained by putting R(s) = 0
in the above Fig.

C(s) _ —Ga(s)
Td(s) 1+ Gl(S)GQ(S)H(S)
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Effect of feedback on disturbance signal

If |G1(s)G2(s)H(s)| >> 1 in the working range of frequencies, then

C(s) —Ga(s) B -1
Ta(s) LA Gi(s)Ga(s)H(s)  Gi(s)H(s)
The effect of disturbance can be minimized through feedback if G (s) is

made sufficiently large. Again we may consider the example of the speed
control system and comparing with above fig, we get

R(s) = Vr(s); C(s) = w(s)

K, K 1
Gils) = TR G = 5o
K
H(s) —Kt-i-Fb
a
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Effect of feedback on disturbance signal

Thus the steady-state error for a closed-loop speed control system with
R(s) = V,(s) =0 and Ty(s) = A/s is given by

e% = hinoﬂR(s) —C(s)] :éi_% s[—C(s)]

— lim sGa(s)Ty(s)

0 15 Ga()Ga () H(5)
= lim A

3—>0 1+ KeIa{T (J+B> <Kt+ %)
" R.B+ K, (Kb + K Ky)
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Effect of feedback on steady-state error

From Fig. 5.3(a) we may write the error E(s) for open and closed-loop
system as follows.

E(s) = R(s) — C(s)
=[1—-G(s)]R(s) for open-loop system and

= % for closed-loop system with H(s) =1

So, the

steady-state error for open-loop system with step input is

e = lim SE(s)

n—0

= lim s[1 — G(s)]%

s—0

—1-G(0)
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Effect of feedback on steady-state error

The steady-state error for closed-loop system with step input is

el = zll)rglo s[R(s) — C(s)]

— lim —L (1)
z—o0 1 + G(S) S
1
1+ G(0)

G(0) is often called the DC gain and is normally greater than unity.
So, the steady-state error for an open-loop system will be of significant
magnitude as compared to that for a closed-loop system with a
reasonably large DC loop gain G(0).
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Effect of feedback on overall gain

AC(s) = AG(s) R(s) for open-loop system and
M for closed-loop system
1+ Gs)H(s) (ignoring change AG(s) in the denominator).

Thus, the gain of an open-loop system is G(s). When we use negative
feedback, this gain gets reduced by a factor 1/[1 + G(s)H(s)]
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Effect of feedback on stability

Use of feedback improves the stability of a system. From the transfer
function, we can examine the location of the poles in the s-plane. If the
poles get shifted more to the left-hand side of the imaginary axis, we
can say that the system becomes more stable. For example, let us say
that the span-loop transfer function G(s) is K/js + 7>The pole is
located at s = —7. The overall transfer function of the system with

unity negative feedback will be @ B 7/)

C(s) G(s) :@: K ~

R(s) 1+G(s)H(s) 1+ K s+ (r+

r=1
Now, the pole gets shifted to TJ |
s= —(T+K) S/g,ﬂfgy
The pole gets shifted from s = —7 to s = —(7 + K). Thus, we can see
that feedback can make the system more stable.

(BEC and Bapatla) Dr.N Rama Devi September 28, 2021 14 /14


EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil

EEEDTONE
Pencil


Control Systems

Unit I: Problems and Short answer Questions

(BEC and Bapatla)

Sub-code: 18EE502
Department of Electrical Engineering
Bapatla Engineering College
Bapatla

September 3, 2021

Dr.N Rama Devi

September 3, 2021



Prob2: Draw the mechanical network for the system shown in Fig and
draw its analogous circuit.

= —* —x
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Problems

Prob4: Using force—voltage analogy and force—current analogy draw
the equivalent analogous system for the system shown in Figure.
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Obtain the transfer function of the system shown in Figure by block
diagram reduction technique and also using signal flow graph.
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Problem1

Obtain the transfer function of the system shown in Figure using signal
flow graph.
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Problem?2

Find the gain of the control system represented in block diagram form
as in Figure using Mason’s gain formula.

as)
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Example

Find the transfer function of the system shown in Figure
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Problem2

Use Mason’s gain formula for determining the overall transfer function
of the system shown in Figure.
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—
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Find the transfer function of the system shown in Figure
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Introduction

Time response analysis is also called time domain analysis. Here, we
study the response, i.e. the output as a function of time. Total time
response ¢(t) of a control system consists of transient response ct(t) and
steady state response css (t).

c(t) = ct(t) + css(t)

where c(t) = total time response

ct(t) = transient response

css(t) = steady-state response.

The transient state of the system remains for a very short time while
steady-state is that stage of the system as time t approaches infinity. A
feedback control system has the inherent capabilities that its parameters
can be adjusted to alter both its transient and steady-state behaviour.

V.
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Introduction

In order to analyse the transient and steady-state behaviour of control
systems, we obtain a mathematical model of the system. For any specific
input signal, a complete time response expression can then be obtained
through the Laplace transform inversion. This expression yields the
steady-state behaviour of the system with time tending to infinity. In
case of simple deterministic signals, steady-state response expression can
be calculated by the use of the final value theorem.
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Introduction

In analysing or designing a particular control system, we must have a
basis of comparison of performance of various control systems. This basis
may be set by specifying particular test input signals and by comparing
the responses of various systems to these input signals. Usually the input
signals to control systems are not fully known.

From experience it has been observed that the actual input signals which
severely strain a control system are: a sudden shock, a sudden change, a
constantly increasing change or a constantly accelerating change. There-
fore, system dynamic behaviour for analysis and design can be studied
and compared under application of standard test signals such as an im-
pulse signal (sudden shock), a step signal (sudden change), a ramp signal
(constant velocity) or a parabolic signal (constant acceleration). Sinu-
soidal signal is also another important test signal. With these test sig-
nals, mathematical and experimental analysis of control systems can be
carried out easily since these signals are very simple functions of time.

v
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Standard test signals

1. Step Signal: A step signal gives an instantaneous change in the value

of the reference u(t) as shown in Fig.
2. Ramp Signal: A ramp signal gives a constant change in the value of

the reference variable r(t) with respect to time, as shown in Fig. It is
also the integral of a step signal.

u() ) Slope
» A
o ¢ — o t—
(a) (b)
ol
PO Siope At
° t —s o ¢
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Standard test signals

3. Parabolic Signal: A parabolic signal gives an accelerating change in
the value of the reference variable p(t). This is the integral of ramp
signal. It is shown in Fig.

4. Impulse Signal: The unit-impulse signal gives an infinite magnitude
to the value of the reference variable at t = 0 and a zero value everywhere
except at t = 0.

u(t) r(t) Slope
Al A
(@) (b)

p® Slope At
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Classification of control systems

Control systems may be of different orders viz. zero order system, first
order system, second order system, and so on. The generalized relation
between a particular input, say qi and the corresponding output, say q0,
with proper simplified assumptions, can be written as

d"qo d" g dqo d™q; d" g d
—+a +...+a1—+apqo = b b b1 —
g1 g+ OG0 = b bt
where qq is the output quantity ¢; is the input quantity ¢ is the time a
s and b ’s are combination of system parameters which are assumed to
be constants.
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Classification of control systems

Taking Laplace transform and assuming all initial conditions to be
zero, we get

[ans” +an_ 1" ao] Qo(s) = [bmsm N UL T bo] Qs

 Qols) _ (bms™4bp 1514 4bo)

Transfer function, G(s) = 0:(5) (@ns"Fan_15" 1F.Fao)
The T.F. can also be written as,

 k(ras+1)(mps+1)...
sV (ms+ 1) (ras+1). ..

The power of s in the denominator determines the order of the system.

(BEC and Bapatla) Dr.N Rama Devi October 9, 2021 8 /59



Order of a system

In the generalized system equation, i.e. equation if all the a’s and b’s
are made zero except a0 and b0, we will get Zero order system.
Therefore, q0 = kqi represents a zero order system. A simple example
of a zero order system is a potentiometer where the output voltage is a
fraction of the input voltage, i.e. €0 = kei.

If in the generalized system equation, if all a’s and b’s other than al,
a0 and b0 are taken as zero, we will get First order system.

dgo
dt

T—— + a0 = kg

where,
al . .
7 = “L is called the time constant
ap

b
k= —2 is called the static sensitivity
ao

(BEC and Bapatla) Dr.N Rama Devi October 9, 2021



Order of a system

Any system that follows the above relation of equation is called a first
order system. Taking Laplace transform,

75Qo(s) + Qo(s) = kQi(s)

Bl =l

Transfer Function, = 0ie) " Tetl

A simple R — C network having an input e; and output across C as eg
will have a similar transfer function and therefore can be called a first
order system.
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Order of a system

In the generalized equation if all a’s and b’s are made zero except a2,
al, a0 and b0 then we will get the equation for the second order system.
Accordingly a second order system is one which follows the equation,

d*qo dqo
GQW + alﬁ + aoqo = bog;
az d*qo a1 dgo bo

a0 Tagdr TPT g
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Order of a system

where

la
Wy = —0, is called the undamped natural frequency
a2

(=5 W, is called the damping ratio.
[”ﬂzgﬁ-c—mwu:mwﬁ— al]

PR

ag  Wp - 2a9 2a0+/az  2+/apaz

Taking Laplace transform of equation (6.4), we get

2
r—£§+q%@:K@@
. Qo(s) . K
O =g T E
kw?

- 32 + 2CWn3 + (.U%
A mass spring damper system is an example of second order system.
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Steady-State Error

The difference between the desired response and the actual response of
a system is called the error. The error, if any, when the system settles
down or stabilizes is called the steady-state error.

Transient state refers to the oscillatory condition of the system output,
i.e. during the transient time before the system comes to final steady-
state condition. During design stage, a system is tested for its steady-
state and transient state errors in simulated condition. Modifications are
made in the system parameters including the amplifier gain setting so
as to obtain the desired steady state and transient state performance of
the system. The error is measured in a simulated condition by applying
certain test signals described earlier.
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Steady-State Error

Steady-state error is a measure of the accuracy of a control system.
The steady-state error of a control system is judged by the steady-state
error due to step, ramp or acceleration input. Any physical control
system inherently suffers steady-state error in response to certain types
of inputs. A system may have no steady-state error to a step input but
the same system may exhibit non-zero, i.e. some steady-state error to a
ramp input. Generally, steady state error should be as low as possible.

E(s)

R(s) G(s) * C(s)

B(s) | =C(s)H(s)

Y

H(s)
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Steady-State Error

(s) (
E(s) = R(s) — C(s)H(s).
Dividing both sides by R(s)

E(s) _ R(s) — C(s)H(s) 1 C(s) (s) = G(s)H(s)
R(s) R(s) R(s) 1+ G(s)H(s)
o E(S) 1

(BEC and Bapatla)

October 9, 2021 15 /59



Steady-State Error

O
1+ G(s)H(s)

The steady-state error is lim;—,o f(t) = lims_,0 sF(s) [from Final Value
Theorem)]

.. Error, E(S)

o= fim ()

So, steady state error

cw = i 0

= lim sE(s)

S$—0
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Static Position Error

The steady-state error of the system for a unit step input is

1 1
€ss = ll_r)% m; [R(s) = for unit step input ]

1 1

¢ = M G HGe) ~ 14K,
where, K, = lim,_,0 G(s)H (s); K, is called the static position error
coefficient. Now, we shall find the value of K, for different types of
systems, that is, type 0, type 1, type 2. Type is defined as the number
of open-loop poles at the origin and is indicated by power of s, i.e. s
in the denominator of the transfer function. For type 0 system, s® = 1;
for type 1, s = s; for type 2, s> = s2, and so on.
i) For a type 0 system,

K (Tys+1)(Tps+1)..

G(s)H(s) = 5 (Thvs+1) (Tos +1)..

(from general equation)
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Static Position Error

K, — lim G(s)H(s) = LOFDOFD...

550 O0+1)(0+1)...
K

ii) For type 1 or higher system,

K (Tus+1) (Tys+1)...
G(s)H(s) = _y (Tys +1) (Tl;s—{—l)...
KO+1)(0+1)...
00+1)(0+1)....

K, = lim G(s) H(s)

K,=00 (for N>1)
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Static Position Error

Now, we shall find the static position error for different systems at
steady state.
i) For type 0 system,

1 1
(& = =
¥ 14K, 14K

[ Kp = K]

ii) For type 1 or higher systems,

1
11K,
1

€ss =

Thus, for a unit step input, steady-state error for different types of

systems is finite. Hence, every type of system is capable of following
step input. Though type 0 system shows some error, higher type of
systems can respond to step input very accurately.
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Static velocity error

Static velocity error coefficient is associated with eg¢ for unit ramp input.

The steady-state actuating error of the system with a unit ramp input
(unit velocity input) is given by

1
= lim— =
S5+ sGs)H(s) K,

where, K, = lims_,0sG(s)H(s); K, is called the static velocity error

coefficient. Now, we shall find the static velocity error coefficient for
different types of systems.

(BEC and Bapatla)
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Static velocity error

i) For a type 0 system,
K(T,s+1)(Tps+1)...
s0 (Tls + 1) (T28 + 1) e
= lim sG(s)H (s)
s—0
. SK (Tys+ 1) (Tps+1)...-
= lim
s—0 (Tls + 1) (TQS + 1) A
ii) For a type 1 system,

G(s)H(s) =

=0

=K

o K(Tys+1)(Tps+1)...
v—il_E%G() ()_ig%ss(Tls'i'l)(T?S-i_l)'“

ii) For a type 2 or higher system,

550 " sN— HTys+1)(Tas+1)...
-1 T8+1)(Tb8+1)...
= [1ms =
s—=0 sN=1(Tys+ 1) (Tas +1) ...

K, = lim SG(s)H(s) = lim 5 K(Tus+1)(Tys+1)...
K (
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Static velocity error

Now, we shall find static velocity error for different types of systems at
steady state. i) For type 0 system,

1 1
€ss E_ﬁzoo [szo]
ii) For type 1 system,
1 1
esszfr:R [.'.KUZK]
ii) For a type 2 or higher systems,
1 1
esszfvzazoozo [.'.Kv:OO]

For ramp input, steady-state error for type 0 system is infinite. Hence, a
type 0 system is hot capable of following ramp input. The static velocity
error for type 1 system is finite. But static velocity error for type 2
system or higher system is zero. So type 2 or higher systems are capable
of following a ramp input very accurately. As we move from type 0 to

0€ on_de A 10
October 9, 2021 22 /59




Static acceleration error

Static acceleration error coefficient is associated with ez for unit parabolic
input. The steady state actuating error of the system with unit-parabolic
input (acceleration) is given by

ess = lim —SR(S)
#5501+ G(s)H(s)
] 1 1
01t G(s)H(s) s3 [ R(s) 53]
= lim L = i
5082+ s2G(s)H(s) K.
where K, = lims o s?G(s)H ()
Now, we shall find the static acceleration error coefficient for different
types of systems.
i) For type 0 system,

2
Ky = lim s2G(s)H(s) = lim S8 Las+ D (Tos 1) ...

=0
s—0 s—0 s0 (Tls + 1) (TQS + 1) ce
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Static acceleration error

ii) For a type 1 system,

2 | +
o, . S*K(Tys+1) (Tys + 1)
L= H(s) = lim +
K lu%s G(s)H(s) e s(Ths+1)(Tas+1)...

a 1)...
~ lim sK (Tgs+ 1) (Tps + 1)

=0
s—0 (Tls + 1) (TQS + 1) ce

iii) For a type 2 system

=K

2K (Tus+1) (Tps+ 1) ...
K, = lim s°G(s)H(s) = lim >0
i s G () H (o) = Iy e ) Tos 1)

iv) For a type 3 or higher system,

2K(T5+1)(Tb5+1)...

a — i 2 :l ’ ;

K ll_%s G(S)H(S) nll)r%) SN (T15+]-) (T25-|—1)
K(Ta5+1)(TbS+1)"'

51—% sN—2 (Tls + 1) (TQS + 1) > [ - 3]
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Static acceleration error

Now we shall find the static acceleration error for different types of
systems at steady state.

i) For a type 0 system, egs = KL =00 [ K,=0]

ii) For a type 1 system, ess = % =00 [.. Ko = 0]

iii) For a type 2 system, egs = KLa =+ [ K.,=K]

iv) For a type 3 or higher system, ess = KLG = é =0 [ K, = 00| Thus
type 0 and type 1 systems are capable of following a parabolic input.
For a type 2 system, the error is finite, but for type 3 or higher systems
the error is zero. Again, as increase the type numbers, the error goes
on reducing.The terms “position error”, “velocity error”, “acceleration
error” mean steady-state deviations in the output position. A finite
velocity error implies that after transients have died out, the input and
output move at the same velocity but have a finite position difference.
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Steady State Error

The error coefficient Kp, Kv and Ka, describe the ability of a system
to reduce or eliminate steady-state error. It is desirable to increase
the error coefficients while maintaining the transient response within an
acceptable range. Table shows that a type 0 system gives error for all
the three types of inputs. A type 2 system gives error due to one type
of input only, which is finite. So a type 2 system is better than a type
0 system or a type 1 system from the steady-state error point of view.
Higher types of systems are better from the steady-state error point of
view but are less stable.

System Step Input i) =1 Ramp Input f(f) =1 Acceleration Input
=
!“}72"
Type 0 1 = LS
K
Type 1 o 1 L
K
Type 2 (1] o 1
K
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Time response analysis

The nature of the transient response of a system is dependent upon
system poles only and not on the type of input. Therefore, we shall
analyse the transient response to one of the standard test signals. A
step signal is generally used for this purpose.

TIME RESPONSE OF FIRST ORDER SYSTEM TO STEP INPUT:
Let us consider a simple RC circuit as shown in Fig.

R

o
9]
4]
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Time response analysis

Write the circuit equation as

1
e; = Ri+ 5 / idt
de, = ! / dt
andeo = = [ i
Taking Laplace transform of these two equations or,
Ei(s)=| R+ : I(s)
R Cs

Ei(s) = RI(s)éI(s)

and

i output E,(s) 1
Transfer funct = = =
ansfer function put Ei(s) T Res
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Time response analysis

where 7 = RC = Time constant of RC' circuit

T.F:( ! )
14+ 7s

The block diagram of the system is shown in Fig.

(5 1 | cis R(2) 1 s
™ w1
Here 1
G(s) = —
(S) TS
C(s) G(s)

R(s) 1+G(s)H(s)
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Time response analysis of first order system with unit

step input

H(s) =1 for unity feedback So,

C(s) % 1
R(s) 1+ 24 CTs+1
So, .
C(S) :R(S)m

Time response: Time response to the unit step input, R(s) = % will
now be calculated: Putting R(s) = 1

I’
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Time response analysis of first order system with unit

step input
Taking inverse Laplace transform, Therefore,
C(t) = [1 — ]

The unit step response of the above system is shown in Fig. As time
tends to infinity, the error e(t) goes on reducing and finally becoming
zero. The steady state error becomes zero. The time constant is
indicative of how fast the system tends to reach the final value. The
speed of the response can be quantitatively defined as the time for the
output to become a particular percentage of its final value.

eft]
cit) Steady state value

1

0.632 |- -;‘:- c{f)ml—g"r

Errar
eft) = e~

&
RN EErT LT M
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Time response analysis of first order system with unit

step input

A large time constant corresponds to a sluggish response and a small
time constant corresponds to a fast response as shown in Fig. As
shown in Fig, time constant t1 is greater than t2 and hence the
response is as shown, i.e. it will take more time to reach the final value.

ce t= ¢, (faster response)

T S W—

Some percentage | _____ FE T, (slow resporice)
of final value L34
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Time response analysis of first order system with unit

step input

Error is e(t) = r(t) — c(t)
or,e(t)=1—(1— e_t/T)

or, e(t) = e /7

Steady-state error is given by

e = lim e(t) = lim e /" =0
t—r00 t—o00

The error response has been shown in Fig.

i) = ¢, (laster response)
1

Some percentage
of final value
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Time response analysis of first order system with unit

ramp input

The transfer function of a first order system is written as

C(s) 1
R(s) 7s+1
R(s) = l? (for ramp input)
s
_ _R(s)
(s) = 75+ 1
or,

1

or,
1 72

October 9, 2021 34 /59
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Time response analysis of first order system with unit

ramp input

Taking inverse Laplace transform,

City=t—r (1 - e_t/T>

1

R(S) = 5_2

r(t)=t
Error is given by

e(t) =r(t) —c(t)
e(t) =t — [t —7 (1 — e_t/")]
e(t)y =7 (1 - e_t/T)

or
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Time response analysis of first order system with unit

ramp input
Steady-state error is given by

€ss = tllglo e(t)y="r1

Therefore, for a ramp input reducing the system time constant
improves the speed of response of the system as well as reduces its
steady-state error to a ramp input. We, therefore, need to examine
only the steady state error to ramp input which can also be obtained
by applying the final value theorem as follows.

o = Jim ()

= lim sE(s)
s—0

= lim 5[R(s) — C(s)]
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Time response analysis of first order system with unit

ramp input

€ss = T
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Time response analysis of first order system with unit

impulse input

For unit impulse input r(t) = 6(t)

where §(t) is an unit impulse
function.
So, R(s) =1
C(s) 1
R(s) 71s+1
1
(s) = Ts+1
1
t P —t/T
c(t) ¢
Steady-state error

€ss = ll_r)% sE(s)

= lim s[R(s) — C(s)]

s—0

= lim 1—;
s—0 (Ts—l-l)

Dr.N Rama Devi

(BEC and Bapatla)
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Time response analysis of first order system with unit
impulse input

ess = 0.
To summarise, the response of a first order system having transfer

function (#H to different input signals has been tabulated in Table.

Signal Output Steady state
it of) error, e (1)
(i) Ramp ] t—r(1— ™) T
(i) Unit step 1 1—e™
{iil} Impulsa ult) = &(t) 1 e
T

(BEC and Bapatla)
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Time Response of Second Order Systems

The block diagram representation of the second order system with
unity feedback has been shown in Fig.

+* Kuz:
R % s[5 +264.) ol

A second order system is represented by the equation,

d d*qo dqo
2 g2 T a0t = bogi
The transfer function of a second order system is given as,
2
w
T-F. = w

$2 + 28wgs + w2

ag d £ al
Wp = — an = —
" a9 2\/a0a2

wy, 18 the undamped natural frequency and £ is the damping ratio.

S
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Time Response of Second Order Systems

The characteristic equation is written by equating the denominator of
the transfer function to zero. The characteristic equation of the second
order system is

§% + 26wps + w2 =0
The roots of the characteristic equation are
S1,82 = _gwn iwn\/ 52 -1
=0x jwd

Here s1, s are the complex frequencies, o = &wy,, is called the attenua-
tion, and wy = wpy/1 — €2, is called the frequency of damped oscillation.

(BEC and Bapatla) Dr.N Rama Devi October 9, 2021 41 /59



Time Response of Second Order Systems

So, the characteristic equation of the closed-loop second order system is
given by
§% 4+ 2Cwns +wi =0

If { > 1, the roots of the equation are real and the system response will
be over damped. On the other hand, if { < 1, the roots of the equation
are complex conjugate and the system response will be oscillatory in
nature. The condition of stability of the system is that the value of ¢
should be positive. So for ¢ > 1, the real roots the of equation are

—2Cwy, £ /4C%w2 — 4w?
2

S1,82 =

For ¢ < 1, the complex conjugate roots of the equation are

51,82 = —Qwp = jwry/ 1 — <2

= —0 % jwg
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Time Response of Second Order Systems

According to different values of {, the time response of a second order
control system can be classified as follows.

a) Underdamped: For 0 < ¢ < 1, the transient response is oscillatory in
nature, but decays exponentially to give a stable response.

b) Critically damped: For ( = 1, the response just becomes
non-oscillatory and gives a stable response after transient disappears.
c¢) Overdamped: For ¢ > 1, the response is non-oscillatory and gives a
somewhat delayed stable response after transient disappears.

d) Undamped: For ¢ = 0, the transient does not disappear and the
response gives a sustained oscillation.
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Time Response of Second Order Systems

.
Under-damped, 0 = £ < 1 Critically damped,

t=1

Cver-damped, =1 Undamped ie oscillatory,
L=0
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Time Response of Second Order Systems Subjected to

Unit Step Input
1

a) Under-damped case (when 0 < ¢ < 1) Here R(s) = ¢ and so C(s)
can be written as
2

w
C(s) = B
() s (82 + 2Cwps + w2
1 s+ Cwn B Cwn, Wn,

S5 (st Cwe)’Hwd W (st Cwn)® +w)

[where wy = wpy/1 — (2 = damped natural frequency |
Taking inverse Laplace transform, we get

C(t) =1 — e twnt (cos wqt + Swn sin wdt)
Wd

—Cwnt
=1— 61—(2 {\/1 — (2 coswgt + Csinwdt]
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Time Response of Second Order Systems Subjected to

Unit Step Input

ewant
=1 — ——— (sin ¢ coswyt + cos ¢ sin wyt)

Vie
[ Wy sin ¢ = wg = wn\/l_—gz]
[where cos ¢ = (]
e—(wnt
=1— ———sin (wqt + ¢)

Ve

Thus, time response

_ . e*CWnt . 2 -1 1;@
Cit)=1 —msm [(wn\/l ¢ )t+tan — |-
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Time Response of Second Order Systems Subjected to

Unit Step Input

As limy_, ¢(t) = 1, the time response reaches its steady-state value of

unity and hence the steady-state error (ess) becomes zero as deduced
below.

ess = lim [r(t) —c(t)]

= lim s[R(s) — O(s)]

s—0

I 1 w?
=lims |- —
s—0 | s s(s242Cwps + w2

W2
= lim |1 — n

50 $2 + 2Cwss + w2
=0
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Time Response Of second Order Systems Subjected to

Unit Step Input

b) Critically damped case (when ¢ = 1) As R(s) =1, and so C(s) can
be written as

w
C(s) = r
(5) s (82 4 2wps + w2)
B (s +wn)? — 5 (54 wn) — swy
5 (5 +wn)?
1 1 Wn,

[ Putting ¢ = 1]

5 st+wn (54w’

Taking inverse Laplace transform on both sides, we get

c(t)y=1-— e~wnt _ , te"wnt
=1—e " (14 wpt)

The unit step response for this case also approaches unity, as

lim;_, o ¢(t) = 1 and also steadystate error ess = 0 as before.
(BEC and Bapatla)
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Time Response Of second Order Systems Subjected to

Unit Step Input

c) Overdamped case (when ¢ > 1) Here also R(s) = 1, and C(s) may

2

be written as C(s) = 3(32-1-2(62#4‘%)
wy
o ) s [(s + (ws)? — w2 (¢2 - 1>}
1
s[s+wn<C+\/C2—> [s+w”<<_\/c2—_1>}
i 1 (obte

—T(¢+V@=1) [s+wn (C+V/E=T)]
“1(¢= V@ =T) [stwn (¢+VE=T)]
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Time Response Of second Order Systems Subjected to

Unit Step Input

Taking inverse Laplace transform on both sides, we have
(V@ T o (VT
2/ -1(C+ VP -1) 2/ -1(¢-V@-T)

If  becomes comparatively larger than 1 , then the second term having
a smaller time constant [1 / (C + /¢ — 1) wn} decays more quickly
than the third term with the larger time constant

(- VT )]

So after the time of the smaller time constant has elapsed, the response
is similar to that of a first order system and C(s) may be approximated

* C(s) 1 1/s

R(s) 1+7s or, Cls)= 1+7s

c(t)y =1+
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Time Response Of second Order Systems Subjected to

Unit Step Input

Substituting value of 7, we get C(s) = Ys

1+[1/(C—\/C2_—1)wn]s
v
REE=

Taking inverse Laplace transform, we get

Ct)=1—e M VEUA for ¢ >>1

Here also
lim C(t) =1and ez =0

t—o00
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Time Response Of second Order Systems Subjected to

Unit Step Input

d) Undamped case (when ¢ =0 ) As and R(s) = 1,{ = 0, we may
write C(s) as given below.

w} (s 4+ w?) —s?
Cls)= a3 = 2.2
s(s?2+w?) s(s?2 +w?)
1 s

s s2+w?

Taking inverse Laplace transform on both sides, we have

C(t) =1—coswt

(BEC and Bapatla)
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Time Response Of second Order Systems Subjected to

Unit Step Input

ot}
Undarmped {ascilatory)
&Y T4 =
)
1= i
f "i""”“‘?e'“." fi Hm
s i 3 - ] !
0.4 Critically damped
i :k s
- 7 4
- 1l T 2 —]
TZLAT A
1 T I
/i T Z jf m\
05 P 7 T
7T ramed [ T
7 ishow] Y
-
i 1 7 %
a 2 4 & B i 1z 14
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Transient Response specifications

The unit step response is easy to generate and mathematically the
response to any input can be derived if the response to a step input is
known. Therefore, the performance characteristics of a control system
are described in terms of transient response to a unit step input; with
standard initial conditions of output and all time derivatives being zero
when the system is at rest. The time response of second and higher
order control systems to a unit step input is generally damped
oscillatory in nature before reaching steady state. The following are
the transient response specifications (as shown in Fig. 7.13) of a
control system to a unit step input.

ct) 1
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Transient Response specifications

a) Rise time (¢,) : It is the time required for the response to rise from
10 per cent to 90 per cent (for overdamped or critically damped
systems) and 0 per cent to 100 per cent (for underdamped systems) of
its final value. The 10 per cent to 90 per cent and 0 per cent to 100 per
cent rise time are commonly used for overdamped and underdamped
second order systems respectively. b) Peak time (t,) : The peak time is
the time required for the response to reach the first peak of the
overshoot. See Fig. 7.13. ¢) Maximum overshoot and maximum
percentage overshoot: The maximum overshoot (1/,) is the maximum
peak value of the response measured from unity. So M, is given by
M}f, = c(tp) — 1 If the steady-state value is not unity, then the
maximum per cent overshoot as defined below is used. Maximum
percent overshoot

_clty) — (o)

¢(o0)

d) Setting time (t) ): It is the time required for the response curve to

x 100

ne DE cnt_o
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Transient Response specifications

Assuming the system to be underdamped second order, we shall obtain
the rise time (¢,), peak time (¢,), maximum overshoot (M) and

settling time (¢5) in terms of ( and w,. We have deduced (see equation
(7.17) ) earlier that time response ¢(t) under unit step input is given by:

ef@.znt

_ . VI-C
ct)=1- \/1—_—C2s1n <<\/1 — C2) wnt + tan ™! T)

a) Rise time (¢,) : Rise time is obtained from ¢ (¢,) = 1 Putting
¢(t) = 1 in the above equation we get

e_CWntr

1-— 1—_C23in <<wn\/1 - Cz) ty + tan™* 1—_@) =1

sin ((wn\/l - CQ) tr + tan~" 1T_C2) =0=sin7
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Transient Response specifications

Now, as 0 < tan™! ”lgc2<gfor0<g“<1

wnm tr—i-tan’ll_—@:w
( ) %

= The response time

B w1 —¢2

b) Peak time (t,) : Peak time is obtained by differentiating c(t) with

respect to t and equating to zero. At maxima the slope is zero.
de(t)

Therefore peak time is obtained from =g

=0 or,

rm,
_<i+2v . — 1— 2

Wﬁsm [(wn\/l - §2> t, +tan~! —ch]

—wpe™B2f cos ((wn\/l - C2) t, +tan~! —Vlc_cz) =0

_1/1-¢ 1-¢2
tan (wn\/l—CQtp+tan 1 CC ) = CC
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Transient Response specifications

The general solution of the above equation is

(M;M) tp =nm

where n = 0,1,2,3,... and so on. As ty is the time required for the
response to reach the first peak of the overshoot, so ¢, is obtained for
n = 1. (By putting n = 2 we can get t, for the second peak, and so on.)

For the peak overshoot, (wn\/ 1-— C2> t, =mor, t, = ﬁ = Peak
Wn —

for the first maxima. Here n = 1 first undershoot n = 2 second
overshoot etc. ¢) Maximum overshoot (M,) : Maximum overshoot M,
is found by substituting the value of ¢, in the expression for ¢(t) and
subtracting the steady state response value from it.
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Transient Response specifications
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Introduction

System stability is one of the most important performance specification
of a control system. A system is considered unstable if it does not return
to its initial position but continues to oscillate after it is subjected to
any change in input or is subjected to undesirable disturbance.

There are many definitions for stability, depending upon the kind of
system or the point of view.

A linear, time-invariant system is stable if the natural response ap-
proaches zero as time approaches infinity.

A linear, time-invariant system is unstable if the natural response grows
without bound as time approaches infinity.

A linear, time-invariant system is marginally stable if the natural re-
sponse neither decays nor grows but remains constant or oscillates as
time approaches infinity.

Thus, the definition of stability implies that only the forced response
remains as the natural response approaches zero.
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Introduction

When one is looking at the total response, it may be difficult to separate
the natural response from the forced response. However, we realize that
if the input is bounded and the total response is not approaching infinity
as time approaches infinity, then the natural response is obviously not
approaching infinity.

Thus, our alternate definition of stability and instability, one that re-
gards the total response are

i) A system is stable if every bounded input yields a bounded output.
ii) If there is no input, the output should tend to be zero, irrespective of
any initial conditions.
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POLE-ZERO LOCATION AND CONDITIONS FOR

STABILITY

The stability of the closed-loop system can be determined by examining
the poles of the closed-loop system, that is, by the roots of the charac-
teristic equation. As we know, the nature of time response of a system is
related to the location of the roots of characteristic equation in s-plane.
For the system to be stable, the roots should have negative real parts.
A system will be stable, unstable, or oscillatory depending upon the
positions of the roots of the characteristic equation.
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CONDITIONS FOR STABILITY

For third and higher order systems, the positiveness of all the
coefficients of characteristic equation does not ensure the negativeness
of the real parts of complex roots. Therefore, it is a necessary but not
sufficient condition for the systems of third and higher order. For
example, if you have an unknown parameter in the denominator of a
transfer function, it is difficult to determine via a calculator the range
of this parameter to yield stability. To examine the sufficient condition
for stability, there is a criterion known as the Routh-Hurwitz’s stability
criterion.
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ROUTH’S STABILITY CRITERION AND ITS

APPLICATION

The Routh-Hurwitz criterion for stability does not require calculation
of the actual values of the roots of the characteristic equation. This
criterion tells us about the number of roots on the right side of the
imaginary axis. Moreover, this criterion gives just a qualitative result.
It is the quickest method if we just want to know whether the system is
stable or unstable. The method requires two steps:

(1) Generate a data table called a Routh table

(2) interpret the Routh table to tell how many closed-loop system poles
are in the left half-plane, the right half-plane, and on the jw — axis.
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ROUTH’S STABILITY CRITERION AND ITS

APPLICATION

Look at the equivalent closed-loop transfer function shown in Figure

Ris)

Nis) Clis)

aaf‘ +.r:|3,s3 + 0352+a|.( + iy

Begin by labeling the rows with powers of s from the highest power of
the denominator of the closed-loop transfer function to s0. Next start
with the coefficient of the highest power of s in the denominator and
list, horizontally in the first row, every other coefficient. In the second
row, list horizontally, starting with the next highest power of s, every
coeflicient that was skipped in the first row.

(BEC and Bapatla)

TABLE 1 [nitial layout for

Routh table
dy ta dg

o
3
5 s g 0
P
1
g
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ROUTH’S STABILITY CRITERION AND ITS

APPLICATION

The remaining entries are filled in as follows. Each entry is a negative
determinant of entries in the previous two rows divided by the entry in
the first column directly above the calculated row. The left-hand column
of the determinant is always the first column of the previous two rows,
and the right-hand column is the elements of the column above and to
the right. The table is complete when all of the rows are completed
down to s0.

TABLE .2 Completed Routh table

s dy dy g
5 iy iy 0
as ax as  do T
2 ay ay| a; 0] _ ay 0] _
¥ iy =b i =i & =0
dy oy a3 U| dy Ul
1 b bl _ b 0] _ by 0
B € 5 1] by 0

b |b1 I]|
50 qﬂ 0 =di o O =0
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ROUTH’S STABILITY CRITERION AND ITS

APPLICATION

The Routh-Hurwitz criterion declares that the number of roots of the
polynomial that are in the right half-plane is equal to the number of sign
changes in the first column. If the closed-loop transfer function has all
poles in the left half of the s-plane, the system is stable. Thus, a system
is stable if there are no sign changes in the first column of the Routh
table.

To generate and interpret a basic Routh table, two special cases can
arise. These are

i) The first element in any of the rows of the array is zero, but the others
are not.

ii) The elements in one row of the array are all zero.
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ROUTH’S STABILITY CRITERION AND ITS

APPLICATION

In the first case, replace the zero element in the first column by an ar-
bitrary small positive number ¢, and then proceed with array formation
and ultimately let € tend to zero.

The second case of problem indicates that there are symmetrically lo-
cated roots in the s-plane. The polynomial whose coefficients are just
above the row of zeros in the array is called an acxiliary polynomial.
The auxiliary polynomial is always an even polynomial; that is, only
even powers of s appear. The roots of the auxiliary equation also satisfy
the original equation.

To continue with the array, the following steps should be adopted.

a) Form the auxiliary equation, A(s) = 0;

b) Take derivative of the auxiliary equation with respect to s and equate
to zero. i.e.,

dA(s)

ds =0

(BEC and Bapatla) Dr.N Rama Devi October 22, 2021 10/11



ROUTH’S STABILITY CRITERION AND ITS

APPLICATION

c¢) Replace the row of zeros with the coefficients of

dA(s)
ds

=0

d) Continue the array in the usual manner with replaced coefficients.
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Problems]1

Probl: A block diagram representation of a unity feedback control
system is shown below. For this system sketch the root locus. Also
determine the value of K so that the damping ratio, n of a pair of
complex conjugate closed loop poles is 0.5.

K
Als) 5+ 1)(s+2) <(s)
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Problem1

Solution

K
Gls) = s(s+1)(s+2)

For determining the open loop poles, we equate the denominator of
G(s) to O .
s(s+1)(s+2)=0

a) There are three open loop poles at s =0,s= —1, and s = 2.

b) We know that the number of root locus asymptotes will be equal to
number of open loop poles minus the number of open loop zeros. Here
there is no open loop zero.

There will be three branches of the root locus originating respectively

at s=0, s=—1and s = —2.
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Problem1

¢) The three branches of the root locus will move towards infinity, as k
changes, along the asymptotic lines whose angles with the real axis are
2¢+1)180°
ba = %;qzoﬂyz
n—m

= (2¢+ 1)180° = 60°, 180°, 300°

d) The root locus exist on the real axis between s =0, and s = —1; and
s = —2 moving toward oc.

e) The centroid, —o 4 is calculated as

> real parts of poles — _ real parts of zeros

oA number of poles — number of zeros
_(-1-2)-0 _ 1
= -~

(BEC and Bapatla)
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Problem1

f) The break away points on the real axis is found by putting Cfi—K =0.
The characteristic equation is

s(s+1)(s+2)+ K=0
K=—-§—3s—2s
K

I 52 _5—2-0

ds

ie, 35824+6s+2=0
—6+ V62 —4x3x2

2x%x3
= —0.43,—1.57

S1,82 =

(BEC and Bapatla)
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Problem1

g) Intersection of the root locus on the imaginary axis is determined as
follows. The characteristic equation of the system is

s(s+1)(s+2)+ K=0
$+382+2s+ K=0

or, The Routh Array is

s 1 2

§2 3 K
1 6—K

S 3 0

L K 0

We know that the occurrence of a zero row in the Routh array indicates
the presence of symmetrically located roots in the s-plane. For this,

6—K __
5 =0
K=6
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Problem1

The auxiliary equation is or,
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Problem?2

The open-loop transfer function of a feedback control system is given
by

K
s(s+3)(s2+2s+2)

Draw the root locus as K varies from 0 to co. Also calculate the value
of K for which the system becomes oscillatory.

Solution

Number of open loop poles = 4. They are at s = 0,—3,—1 4+ jl. There
is no open loop zero. There are four root locus branches originating at
the four poles with value of K = 0. These branches will terminate at co
(i.e. open loop zeros). This is because there are no finite zeros. The
four branches will tend to reach infinity with the value of K increasing
towards an infinite value along asymptotic path.

G(s)H(s) =
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Problems2

The angles the asymptotes with the real axis are calculated as

2 1)180°
(q+)80a

¢A: tq=0,1,273
n—m
_ % = 45°,135°,225°, 315°

The centroid of the asymptotes is calculated as

2.(=3-1-1)—3(0)

oA =

4-0
5
=—-=-1.25
4
Therefore, the asymptotes will be originating at s = —1.25 on the real

axis.
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Problem?2

The breakaway point or points are calculated using the characteristic
equation, which is 1 + G(s)H(s) = 0 or, or,
K
s(2+43)(s?+25+2)
K= —s(s+3) (52 + 25+ 2)
= — (s'+ 55 +8s” + 6s)

To calculate s, we have to make ‘fi—f =0

K
‘fi—s =— (48 + 155 + 165+ 6) =0

s=—2.3,-0.725 £ j0.365

The breakaway point must be at s = —2.3 as it lies on the real axis.
The two root locus branches originating at s = 0 and s = —3 approach
each other on the real axis and breakaway at s = —2.3.
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Problem?2

For calculating the value of K at which the root locus intersects the
imaginary axis and the system becomes oscillatory, we start with the
characteristic equation and the Routh Array as: Characteristic
equation is
s(s+2)(s*+25+2)+K=0
s+ 55 +8s2+ 65+ K=0

or, Applying Routh criterion, For stability, 0 < K < 8.16. At a value of
K = 8.16, the two root loci intersects the jw axis. The point of
intersection is calculated from the auxiliary equation formed from the
coefficients of s*> row when K = 8.16 as or,

K 816x5  40.8

2

_ 8 s )

® T 3475 34 34
s=+£j51.1
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Problem?2

The angle of departure of the two root loci originating at s = —1 £ 41 is
calculated as (see Fig. 9.34):

0, =180° — ¢
where ¢ is the angle contribution by other poles to this pole.

Op = 180° — (90° + 135° + 27°) = —72°

(BEC and Bapatla)

Dr.N Rama Devi
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Problem?2

Root locus of

G(s)H(s) = S

5(5+6)(s* +45+13)
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Introduction

- Primary aim of a control engineer: To design a control system that
meets the desired specifications.

- Stability of the system is also a necessary condition.

- Analytical approach can be followed till second order systems while
Routh-Hurwitz criterion can be followed for higher order systems.

- Drawbacks of Routh-Hurwitz criterion -

(a) does not provide sufficient information about relative stability, which
may make the system unstable,

(b) does not help in designing a control system where tuning of param-
eters is important.
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Introduction

- The locus of the migration of the roots, of the characteristic equation,
in the s-plane is called 'Root Locus’.

- The root locus technique was introduced by W.R. Evans.

- The root locus technique is a graphical method for sketching the
locus of roots of the, characteristic equation in the s-plane as a design
parameter of the corresponding system is varied.
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THE ROOT LOCUS CONCEPT

- Let us consider a second order system, G(s)

= —S(Sia), and H(s) =1

i.e. the poles of the open loop system is at s = 0, —a and it is an unity

feedback system.

R(s)

5(5+a)

» C(S)

- The characteristic equation of the system is

s?+as+K=0
- The roots of the equation are

—a++va? — 4K

81,2 =

2

Dr.N Rama Devi
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THE ROOT LOCUS CONCEPT

- For positive values of a and K, the system is always stable and the

roots lie in the left half of the s-plane.

- The relative stability of the system depends on the location of the

roots.

- Desired transient response can be obtained by varying the open loop

gain K.

- As K is varied from 0 to oo, the loci of the roots s; and sy in the

s-plane is explained considering three cases:

-Casel-For0< K < % the roots are distinct. When K = 0, the roots

are at s; = 0 and so = —a, which are the poles of the open loop system.

- Case 2 - For K = %, the roots are real and equal i.e. 51 = s9 = —3.

As K is varied from 0 to oo, one root starts moving from s; = 0 and the

other starts moving from so = —a in opposite directions and at K = ‘2—2
a

both roots meet at S = -5
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THE ROOT LOCUS CONCEPT

- Case 3 - For K > % the roots are complex and conjugate, given by

a Va?—4K
S12=—gtj—F
2 2
- The real parts remain constant and the imaginary part of the roots vary
as K varies. Thus, the roots move along the vertical line, one upwards
and one downwards.

(k> a/4) —| K

(k> a4y —> €
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Advantages

The advantages of root locus technique are:

- Indicating the manner in which the closed loop poles and zeros should
be modified so that the response meets system performance specifica-
tions.

- Knowledge of the open loop system is sufficient to analyse the behaviour
of the system, detailed study of the closed loop system is not required.
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System Parameters and Pole Locations

First Order System
= General form of transfer function for a first order system is given by

G(s)=

s+ 1
where K and 1 are steady state gain and time constant respectively.

. Role of the first order system isat s = — E; influences the speed of response of the output.

jaw e(t)
1 52 53 T3
] o 2
5 = Ty
Fig Pole location and t
corresponding unit step response 1
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System Parameters and Pole Locations

Second Order System
* General form of transfer function for a second order system is given by

G(s) = s
TS24 2w, + W

where w,, and T are natural frequency and damping ratio respectively.

For { = 0, the system is undamped.

= For0<{<l1, tlaesystemismde?damped.
= For = 1, the system is critically damped.
= For{ > 1, the system is over damped.

(BEC and Bapatla) Dr.N Rama Devi March 16, 2022



System Parameters and Pole Locations

jew Py Ly jw
0<i<1 =0 Re====s
0 /T-T:
=1 . @
I I3
1-72
0<<1 e “n | tang = S
P, ¢
Fig 5.1.4 = Locus of poles with Fig 5.1.6 - Locus of poles
constant {
a
Semicircles of -
constant Gy, SORE.
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Evans condition

For higher order systems, this procedure will become complicated and
time consuming. Evans developed a simplified graphical technique for
root locus plot which is described below. The characteristic equation of
the closed-loop system is

1+G(s)H(s) =0

a) Magnitude criterion From equation (9.2), we see that the magnitude
of the open-loop transfer function is equal to unity for all the roots of
the characteristic equation |G(s)H (s) = 1|. b) Angle criterion The angle
of the open-loop transfer function is an odd integral multiple of .

ZG(s)H(s) = £180°(2¢ + 1)

where, q = 0,1,2... The gain factor K does not affect the angle criterion.
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Evans condition

The characteristic equation of the system is given by,
q(s) = 1+ KG(s)H(s) = 0
~ KG(s)H(s) = P(s)Q= -1
Since ‘s’ is a complex variable equation (5.2.2) can be written in polar form as,
IP(8)|£P(s) = -1 +j0
It is necessary that
|P($)| = 1 (magnitude criterion)
£P(s) = +(2q + 1)180°; q = 0,1, 2, ... (angle criterion)

Equation (5.2.4) and (5.2.5) are known as Evans’ Conditions.

Dr.N Rama Devi March 16, 2022 12 /43



Evans condition

Consider a system with open loop transfer function in pole-zero form
Kis+z;)(s+2) (5 +zy)
KG(s)H(s) =
U= G+ pGTr) G0
The Evans’ conditions for the existence of a point on the root locus are

|P(s)| = 1 (magnitude criterion)

£P(s) = +(2q + 1)180%; q = 0,1, 2, ... (angle criterion)
Then applying conditions in equation (5.2.4) and (5.2.5) in equation (5.2.6)
Kls+z,lls + 2| -~ Is + 2l _ KIIZ,Is + 2]

K|G(s)H(s)| = = N
|G(s)H(s)| Is+pills + pal - Is + pal s+ pil

and

2KG(s)H(s) = z L(s+z)- Zf_(s +p) = +(2q + 1)180°
=1 i

i=1

Dr.N Rama Devi March 16, 2022



Evans condition

For any point to be on the root locus in the s-plane, it has to satisfy
both angle criterion and magnitude criterion. The magnitude criterion
is checked after confirming the existence of the point on the root locus
by applying the angle criterion. To understand this, let us consider an
example where

K
G(s)H(s) = ——m———
(s)H (s) s(s+1)(s+2)
Let us examine whether s = —0.5 lies on the root locus or not. First we

apply the angle criterion as ZG(s)H(s) at s = —0.5 = £180°(2¢ + 1)
where ¢ =0,1,2,...
K
(—0.5)(=0.5+ 1)(—0.5 + 2)
K
(—0.5+ j0)(0.5 + j0)(1.5 + j0)
K |0°

= = —180°
180°

LG(s)H(s) =

(BEC and Bapatla) Dr.N Rama Devi March 16, 2022 14 /43



Evans condition

Since the angle criterion is satisfied, the point s = —0.5 lies on the root
locus. Now we will also check by applying the magnitude criterion to
find the value of K for which the point s = —0.5 lies on the root locus.
Using magnitude criterion

|G(s)H(s) = 1] at s = —0.5

Here, W =1 o K = 0.375 Thus, for K = 0.375 point

s = —0.5 lies on root locus.
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ROOT LOCUS CONSTRUCTION RULES

RULE 1:

The root locus is symmetrical about the real axis and the number of branches is
equal to the order of the characteristic polynomial (Number of poles of the open
loop transfer function).

= The roots of the characteristic equations are either real, imaginary or complex conjugate or
combination of all; therefore the root locus is symmetrical about the real axis.

= The root locus above the real axis is mirror image of the root locus below the real axis and
vice-versa.

®* The number of branches of the root locus is equal to the order of the characteristic
polynomial.
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ROOT LOCUS CONSTRUCTION RULES

RULE 2:

All branches of root locus starts at open loop poles (when K = 0) and ends at
either open loop zeros or infinity (when K = w). The number of branches
terminating at infinity equals to the difference between the number of poles and
number of zeros of G(s)H(s).

= Consider the characteristic equation of an n' order system

KllE(s+2) _

I+ p2) (5.2.15)
]_[(3 +p)+ K]_[(s +2)=0 (5.2.16)
i=1 i=1

= In equation (5.2.16), all points for which the L.H.S. is zero lie on the root locus.
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ROOT LOCUS CONSTRUCTION RULES

RULE 2:

* When K —  the first term vanishes and only the second term remains as in equation
(5.2.19)

l-l(s +z)=0 (5.2.19)
i=1
= Equation (5.2.19) shows that all open loop zeros lies on the root locus branches and these
open loop zeros are terminating points of the root locus branches.

= In most systems number of open loop poles is greater than the number of open loop zeros
i.e. n > m. So, only m poles terminate at open loop zeros.

® What happens to the remaining (n-m) poles?
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ROOT LOCUS CONSTRUCTION RULES

RULE 2:

= Letus consider K = 0. Then equation (5.2.16) is written as

1_[(5 +p)=0 (5.2.17)
=1

® The roots of equation (5.2.17) are nothing but the poles of the open loop system. Thus all
open loop poles are part of the root locus and all the branches of root locus originate from
open loop poles.

= Now equation (5.2.16) is re-written as follows

l = (5.2.18)
Kn(s+P.—)+n(s+z‘-) -0

Dr.N Rama Devi March 16, 2022 19 /43



ROOT LOCUS CONSTRUCTION RULES

RULE 3:

A point on the real axis lies on the root locus if the sum of the poles and zeros on
the real axis to the right of the point is an odd number.

Ilustration: jw k
£(So+p1) = £(So + P2) = £(So+2y) = 180

2(30+P3) = (S0 + Ps) = £(So+22) = 0 C
£(Sotzy) + 2(so+23) =0

7

Fl'g 5.2.3 - Angle contribution of pole-mros to the test poi.m So

(BEC and Bapatla) Dr.N Rama Devi

March 16, 2022 20 /43



ROOT LOCUS CONSTRUCTION RULES

RULE 3:

Interpretation:
= Sum of the angles contributed by complex conjugate poles and zeros is zero.

= Angle contribution by every poles and zeros on the real axis to the right of the test point is
180",

= Angle contribution by every poles and zeros on the real axis to the left of the test point is
0.

® Therefore, the total angle contribution of the system, whose pole-zero plot is shown in Fig
5.2.3, to the test point s, is given by

Ppy + Pp + Ppy + Pp T Pz + P, + (P, +9)
=—180"-180"-0"- 0"+ 180"+ 0" + 0" = —180°

= —180 is odd multiple of —180". Therefore, 5, is a point on the root locus.
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ROOT LOCUS CONSTRUCTION RULES

RULE 3:
jw

£(Sg+p1) = £(Sg + p2) = £(5y+2y) = £(Sg+p3) = 180
£(So+p4) = £(So+22) =0 . @3— tis
(so+23) + £(Se+ 7)) =0 o :

(So+23) + £(So + 73) s — o

. i e o tis
Py I 5 Pz oz m (7

Ppy TPyt Py, TP, TP, T P (@2, T 92) QL Fig

:—190‘—1?’— 180' =0 + 180 +0 +0 = —360 73
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ROOT LOCUS CONSTRUCTION RULES

Example:

Draw the root locus for the unity feedback system with open loop transfer function

_K(s+1)(s+3)

SO = T DG TY

(5.2.20)

= Number of open loop poles is three. Therefore, number of branches of the root locus is
three. k

= The three branches of the root locus starts from the open loop poles s = 0, -2, —4. Out of
the three branches two branches terminate at the open loop zeros and one terminate at
infinity.

= All the test points between 0 and -1, between -2 and -3, and between -4 and —co lie on the
root locus for which the sum of open loop poles and zeros to the right of the test points are
1, 3 and 5 respectively i.e. all have odd no. of poles and zeros to its right.
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ROOT LOCUS CONSTRUCTION RULES

Example:
e
— - [~ PR S — r—f e
-4 -3 -2 -1 ] a
i
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ROOT LOCUS CONSTRUCTION RULES

RULE 4:

The (n-m) root locus branches that proceed to infinity do so along the asymptotes with angles

_*(2q+ 1)180° g
IPJ—W.Q—U.L"‘(H—IR-I} 5.3.1

® Consider a test point s, at infinity. The angles made by the line joining the test point 5, and
the open loop poles and zeroes are equal to each other (¢,).

= Total number of such angles is (n-m). So, the net angle contribution made by all open loop
poles and zeroes to the test point s, is —(n — m)g,.

* The total angle contribution at s, must satisfy the angle criterion
—-(n—-m)g,=+(2q+1)180,9q=0,1,-(n—-m—1) 53.2

_ +(2q +1)180

e =0,1,~(n-m-1) 533
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ROOT LOCUS CONSTRUCTION RULES

RULE 5:

The centroid, the point of intersection of the asymptotes with real axis is given by

_ sum of real parts of poles — sum of real parts of zeros
0= number of poles — number of zeros

1
= Consider the open loop transfer function
K(s+z;)(s+23) (s +2zz)
(5+p1)(5+p2) -~ (s+pa) ’

KG(s)H(s) =

_K[sm+ G z)s™ " + -+ 12, 2]
s+ (S, p)s™ 4+ -+ Ty 2

* Therefore the characteristic equation is

K[Sm +{Er=|2])s”‘_l + -+ nr:'Zf] =

1+KG(s)H(s) =1+
s+ (Zeyp)s™ + -+ Iy 2
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ROOT LOCUS CONSTRUCTION RULES

RULE 5:

* Dividing the numerator and denominator by numerator polynomial, we get

K
7 X 2 =0 53.7
SR (R Py — I ) R e g

= If the test point is selected at infinity, that is for large values of s, the characteristic equation
can be approximated to first two terms of the denominator polynomial.

K
1+ KG(s)H(s) =1+ =0 2
(s)H(s) pr—— (E::I P - r::_l z‘)sn-m-l

= Now let us consider following transfer function which has (n-m) repeated poles at &, and no
zeros
K

KG(s) = W 539
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ROOT LOCUS CONSTRUCTION RULES

RULE 5:

* The characteristic equation of the open-loop transfer function in equation (5.3.9) with
unity feedback is
K
= ——— 5.3.10
1+ KG(s)H(s) =1+ Giog—™
®= The characteristic equation in equation (5.3.10) have (n-m) root locus branches and all
originating at 7, and terminates at infinity.
* The binomial expansion of the characteristic equation in equation (5.3.10) is given by
K

= 5.3.11
LRI =1t

= For large values of s, equation (5.3.11) is identical to equation (5.3.8).

® Therefore, the straight line root locus branches of the transfer function in equation (5.3.10)
are asymptotes of the transfer function (5.3.8) with centroid o,
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ROOT LOCUS CONSTRUCTION RULES

Example:

Sketch the root locus for a unity feedback system with open loop transfer function

K
W= e 53.16

1) The number of open loop poles are three. Therefore, the number of branches in the root
locus is three.

2) The three branches of the root locus originate from the open loop poles s = 0, +j2. All
three branches terminate at infinity.

3) All test points on the real axis between 0 and —<« have odd number of poles to their right
hand side. Therefore, all points between 0 and — < are part of the root locus.
4) The three root loci that proceed to infinity do so along the asymptotes with angles

2q+1) .
.p,‘:("s—)mn, q=012 5347

%@, = 60,180,300 53.18
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ROOT LOCUS CONSTRUCTION RULES

Example:

5) The centroid, the point of intersection of the asymptotes on the real axis is given by
0-0
o 53.19

Imaginary Ak
=)

"3 2 20 a5 0 -
Real Avis
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ROOT LOCUS CONSTRUCTION RULES

RULE 6:

The break away points (points at which multiple roots of the characteristic equation occur)
of the root locus are the solution of % =0

= Let us assume that the characteristic equation has r multiple roots at s = s, i.e.

1+ KG(s)H(s) = (s + 50)"X(5)

.3.20
where X(s) does not contain the factor (s + s,). +
= Differentiating equation (5.3.20) on both sides w.r.t s yields
:—sll + KG(s)H(s)] = (s + 5¢)" ' X(5) + (5 + 5,)°X'(5) 5321
where X'(s) is the derivative of X(s).
= Let the pole-zero form of the characteristic equation be
1+ KGHGs) = 1+ X2 _ 53.22

Q(s)
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ROOT LOCUS CONSTRUCTION RULES

RULE 6:

= Differentiating equation (5.3.22) on both sides w.r.t s’ we get
K[Q(s)P'(s) = P(s)Q'(s)]

d
s = 5.3.23
ds“ + KG(s)H(s)] ')
= Q(s)P'(s) - P(s)Q'(s) = 0 i
* The roots of equation (5.3.22) are the roots of - [KG(s)H(s)] = 0
* From equation (5.3.22) we get
S 53.25
~P(s)
= Differentiating w.r.t ‘s’ yields
dK _ _F(s)Q'(s) - Q(s)P'(s) _ - 53.26

ds Pi(s)
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ROOT LOCUS CONSTRUCTION RULES

Example:

Sketch the root locus for a unity feedback system with open loop transfer function

K(s+1)

€)= GGG+

The open loop poles are at s = —2, -3, —4 and the open loop zeros are at 5 = —1. Therefore
n=3m=1.

1) The number of branches in the root locus are three since n = 3.

2) The three branches of root locus originate from open loop poles at s = —2, -3, —4 when
K = 0. Since m = 1, out of the three root locus branches only one branch terminates at
open loop zero and the remaining two branches terminate at infinity when K = .

3) All the points between 0 and -2 and between -3 and -4 lie on the root locus since the sum
of poles and zeros to the right of these points is odd (1 and 3 respectively).
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ROOT LOCUS CONSTRUCTION RULES

Example:

4) The two roots (branches) that proceed to infinity do so along the asymptotes with angles

,w‘:@lan: g=0,1
@y =90°,270°

5) The centroid is given by
(=2-3-4)-(-1) _

=4
%a 3-1

6) The break away points of the root locus are the solution of :—: =0

3 +95% + 265+ 24

S G+1)

dK 25 +125* +185+2 _
ds (s+1)2 =
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ROOT LOCUS CONSTRUCTION RULES

Example:

>3 +652+95+1=0

* The roots are —3.5321, —2.3473, —0.1206.
® Theroot —3.5321 alone lies on the root locus. Hence the break away point is at —3.5321.

30 Root Locus Plot
jw
20
10
3
E o Centroid|
! e T
'; ES it - o
-!.|0
-20
30 i
5 =1 3 2 o 1
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ROOT LOCUS CONSTRUCTION RULES

RULE 7:

The angle of departure from an open loop pole is given by
9, =+(2q+ 1180 +9, =012, 5.4.1

where ¢ is net angle contribution to this pole by all other open loop poles and zeros.
Similarly, the angle of arrival at an open loop zero is given by

¢, =+(2q+1)180°' -9, ¢=0,12 - 542
® Let Py, Pz» P3s Pas Ps and pg are poles and z, is the zero of the system. A point s, on the
root locus is selected very close to ps.

= The net angle contributed by all poles and zeros to the pole ps is almost equal to the net

angle contribution to the arbitrary point s, since the pole p; and the arbitrary point s, are
very close to each other.
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ROOT LOCUS CONSTRUCTION RULES

RULE 7:

* The net angle contribution of all poles and zeros to this point s, is
P =@, — (P, + B: + @p, @y, +9p,) 543
Pret = Pp; — @ 5.4.4
where ¢ is the net angle contributed by all poles and zeros except ps.
* Again, the net angle contributed by all poles and zeros to a point on the root locus is
Prer = T(2q + 1)180, q=0,12,-- 5.4.5
* Comparing equation (5.3.30) and equation (5.3.31) we get
@, — @ = +(2q +1)180 5.4.6
= @p. = 1(29+1)180 + ¢ 54.7
= Since s, is very close to ps, @, is the angle of departure.
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ROOT LOCUS CONSTRUCTION RULES

Example:

Sketch the root locus for a unity feedback system with open loop transfer function

K(s+1)
&(s) T s2+45+13

The open loop poles are at s,, = —2 + j3 and the open loop zeros are at s; = —1. Therefore

n=2m=1.

1) The number of branches in the root locus are two since n = 2.

2) The two branches of root locus originate from open loop poles at —2 + j3 when K = 0.
Since m = 1, out of the two root locus branches only one branch terminates at open loop
zero and the remaining one branch terminate at infinity when K = .

3) All the points between —w« and —1 lie on the root locus since the sum of poles and zeros to
the right is odd.
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ROOT LOCUS CONSTRUCTION RULES

Example:

4) The root locus that proceed to infinity do so along the asymptote with angle

qo,:wlso‘, g=0
.-.mfmo‘
5) The break away points of the root locus are the solution of %~ = 0
_ s 4+4s5+13
(s+1)

dK _ sz+25-9_
ds  (s+1)2

=53 +65s2+95+1=0

* The roots are —4. 16 and 2. 16. The break away point is only at —4. 16 since the root lie on
the root locus and the other root does not.
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ROOT LOCUS CONSTRUCTION RULES

Example:

6) The angle of departure is given by
@, =+180" + ¢

By calculation qa_zi,-, =198.43 and ¢_,_j3 = 161.57°

Jar
- 4
= - i3
N
108 a3l
i 'It\ nl 11
[ 1
4 -32-1 -4 2 3 4 =
ag0 [C92
- 3
-4
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ROOT LOCUS CONSTRUCTION RULES

RULE 8 and 9:

® The intersection of root locus with imaginary axis can be determined using
the Routh Criterion.

® The open loop gain K at any point s, on the root locus is given by

_ [T Ise + pil
14 Is0 + zil
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ROOT LOCUS CONSTRUCTION RULES

As mentioned earlier, root locus is the path of the roots of the charac-
teristic equation, 14+ G(s)H (s) = 0 traced out in s-plane as the system
parameter (gain K ) is changed.

The root locus diagram or plot can be completed using the following
procedure. The procedure is presented in the form of certain rules.
a) Starting and termination of root locus-From the open-loop transfer
function, locate the poles and zeros. Each branch of the root locus
originates from an openloop pole with K = 0 and terminates either on
an open-loop zero or at infinity as the value of K increases from 0 to co.
In most cases, we will have more poles than zeros. If we have n poles
and m zeros, and n > m. then n — m branches of the root locus will
reach infinity. Because the root loci originate at the poles, the number of
root loci is equal to number of poles. b) Root locus on the real axis-The
root locus on the real axis always lies in a section of the real axis to the
left of an odd number of poles and zeros. Let the open-loop transfer
function of a control system be G(s) = K(s+1)/(s+2). The pole is at

s = —2 and the zero is at s = —1 as shown in Fig.© 9.4 (a). The root
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ROOT LOCUS CONSTRUCTION RULES

d) The member of asymptotes and their angles with the real axis-The
(n — m) branches of root loci move towards infinity. They do so along
straight line asymptotes. The angle of asymptotes with respect to the
real axis is given by

b=

where n is the number of poles and m is the number of zeros. e) Centroid
of the asymptotes-The linear asymptotes are centred at a point on the
real axis. This is called the centroid which is given by the relation,

(2¢+1)
n—m

180°, ¢=0,1,2,...

Y real parts of poles — X real parts of zeros
oA =

n—m
f) Breakaway points-The root locus breakaway from the real axis where
a number of roots are available, normally, where two roots exist. The
method of determining the breakaway point is to rearrange the charac-
teristic equation in terms of K. We then evaluate dK/ds = 0 in order
to find the breakaway point. Since the characteristic equation can have
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BODE PLOT

Bodeplot is one of the powerful graphical methods of analyzing and
designing controlsystems. Introduction of logarithmic plots simplifies
the determination of graphical representation of the frequency response
of the system. Such logarithmic plots are popularly called Bode plots
in honour of H.-W. Bode. In Bode plot, we plot logarithm of magnitude
versus frequency; and phase angle versus frequency. In this form of
representation of a sinusoidal transfer function, the magnitude G(jw) in
dB which is 201og |G(jw)| is plotted against log w.

The transfer function of a system in the frequency domain is expressed
as

Gjw) = |G(jw)[£p(w)

By expressing the magnitude in terms of logarithm to the base 10 , we
can write Logarithmic gain = 20log;, G(jw) | where the units are in
decibels.

For a Bode diagram logarithmic gain in dB versus w and phase angle
¢(w) versus w are plotted separately on the semi-log paper.
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BODE PLOT

Bode plots cover a wide range of frequencies due to log scale on z-axis.
Due to log scale on y-axis Bode plots cover a wide range of gains. This
is the advantage of using log scale. We will now consider a generalized
transfer function and explain the Bode plot in details. Let,

K[(14+sm)(14sm)(1+sTs). oo
SN+ s70) (L +81) 0 ennn.. (82 + 28wss + w?2)]

G(s)H(s) =

The sinusoidal form of the transfer function is obtained by substituting
s for jw.

. . . K [(1 + ijl) (1 + ijg) (1 + ij5) ......... ]g
GUH (@) = F SN0+ joTa) (Lt jwTy) oo {(wZ = w?) + j26wn
B K [(1+jwTy) (1 + jwr) (14 jwTs) . .......w2
)N (1 + jwre) (T4 jwmp) e {(w? — w?) + j28wn
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Procedure for drawing Bode plot

Now we will explain the procedure for drawing the Bode plot as follows.
Magnitude of G(jw)H (jw) in decibel is given as:

201og; |G(jw)H (jw)| = 201log;g K + 201logyq |(1 + jwTi)|
+201log; [(1 + jwm2)| + 201ogo | (1 + jwTs)| + ... ..
— 20N logy [(jw)| — Dlogyg |1 + jwsl
—20logo |14+ jwrp|.vovenint

2
w w
1-— (—) + j26—
Ws Ws

— 20logq
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Procedure for drawing Bode plot

For the phase angle we write,

2
— Ntan™! <f) —tan” w7, —tan” " (WTp) ... ... —tan~! St
(wi —w?)
or,

|G(jw)H (jw) = tan™" (wr1) + tan™! (wr2) ...... ..
—N x 90 — tan~! w7, — tan™! (wr) — tan~! [(

Bode plot is a graph obtained from the above equations consisting of two
parts as follows. i) Plot of magnitude of G(jw)H (jw) in decibel versus
log;ow and ii) Plot of phase angle of G(jw)H (jw) versus log;, w.
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Methods of Drawing Bode Plot

For plotting magnitude | G(jw))H (jw) | in docibels versus log;qw,
we have to add the plots of all the individual factors as included in
G(jw)H (jw) magnitude equation which are listed below.

a) Plot of gain K which is a constant;

N
b) Plot of poles at the origin, (J%) ;
c) Plot of poles on real axis, ﬁ
d) Plot of zeros on real axis, (1 + jwT);

f) Plot of complex conjugate zeros, if present.
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Methods of Drawing Bode Plot

Now we will explain the Bode plots of the above individual factors.
a) Plot for the constant gain K.
The magnitude in decibel of the term K is given as

K(dB) = 20logo(K)

The above Equation indicates that the magnitude is independent of
log;ow. Assuming K as positive and real, the Bode plot has been drawn
as shown in Fig. (a). The phase angle is always zero for any value of w
as shown in Fig. (b).

e 1 10 00 #
= T o
g a0 =
%20 znlof,,x e
0.1 1 10 100 gl
() (L]
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Methods of Drawing Bode Plot

b) Plot of the term W representing a pole at the origin

The magnitude of the term W in decibel is written as

20log;,,

1
——| = —20N1
e 08 (e)
The magnitude curve will have a slope of —20 dB/ decade for a pole
(N=1)
For N = 2 the slope will be —40 dB/ decade.
For N = 3 the slope will be —60 dB/ decade.
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Methods of Drawing Bode Plot

The phase angle is given by
1
W = —Ntan_l (%) = —Ntan_l oo =—N x 90°

Therefore, for a zero at the origin we have a logarithmic magnitude
+201og;ow where the slope is +20 dB/ decade; and the phase angle is,
¢(w) = 90°. The graphs have been shown in Fig.

(V]

e

ot 10 W
(et

- 1 N=1

400 (e

_z7a{ H=3
L

k)
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Methods of Drawing Bode Plot

c) Plot for the term ———
is written as

Toior ﬂw, i.e. for poles on the real axis The magnitude

20 loglo

1 1
—— | =201o —_—
(1+ jwr) o1 (\/71 e )

= —20 loglo (1 + w2 2)1/2
Let us calculate the magnitude at very low and very high frequencies as

when w << %, magnitude is

(1+ jwT)

(BEC and Bapatla) Dr.N Rama Devi November 19, 2021 10/17



Methods of Drawing Bode Plot

when w >> %

magnitude = 20log; = —20logo(wT)

(14 jwr)
=-20 loglo (W) — 20 loglo (7-)

Equation is similar to the equation of a straight line y = mx + c.
Here,

m(slope) = —20 dB/decade

1
c=—20 loglo('r) =20 loglo ( )

T
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Methods of Drawing Bode Plot

Equations when w << % and w >> % are two curves. To determine

where the two curves are intersecting on the 0 dB axis we have to equate
equation of when w >> % to zero. Thus, we write or,

0 = —20log;o(w) — 201ogo(7)

1
201log;o(w) = —201log;(7) = 201log;, (—)
u
w=—
u
Hence the two curves intersect on 0 dB axis at w = w. = % where w, is
called the break frequency or corner frequency.
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Methods of Drawing Bode Plot

The phase angle, ¢(w) = —tan~!(w7)
At very low frequency, ¢(w) = —tan=1(0) =
H(o0

At very high frequency, ¢(w) = —tan™ ) —90°
At corner frequency, w = we = 1;¢(w) = —tan™! (2 x 7) = —tan"'(1) =
—45°

The Bode diagram for the pole factor + ; has been shown in Fig.

(BEC and Bapatla)

Dr.N Rama Devi November 19, 2021



Methods of Drawing Bode Plot

d) Plot of zeros on real axis, (1 + jwT);
The Bode diagram for a zero factor (factor involving zero in the transfer
function) (14 jwr) is determined in a similar way as poles on real axis

1
magnitude, 20logo (1 + jwT)| = 201logyg (1 + w?7?)?

when wr << 1,wr is negligible as compared to 1 therefore, 20 log;, |(1+
jwt)| = 20log,o(1) =0 dB

And when wT >> 1,wT is much higher than 1 Therefore, 201og;, (1 +
jwt)| = 20log o wT = 201log;(w) + 201log,((7) Equation is similar to a
general straight line equation Here,

Yy=mx—+c

m( slope ) = 20 dB/ decade
C = 20logo(1)
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Methods of Drawing Bode Plot

Equations when wt << landwt >> 1 represent two graphs. The graph
of equation lies on 0 dB axis when w7t << 1, whereas graph of equation
has a slope of 20 dB/ decade when w7 >> 1. The intersection of the two
graphs is found by equating equation of when wr >> 1 to zero. Thus,

0 = 201log;o(w) + 201og;o(7)

w=—-=we

N =

where w, is called the corner frequency.
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Methods of Drawing Bode Plot

The Bode diagram for a zero factor of (1 + jw7) has been shown in Fig.

0.4 i ijr 10 100

The phase angle has been calculated as

at wr << 1, ¢ =tan"!
at wr >>1, ¢ = tan"1(0)
1

9
1 1
atw=w,=—, ¢=tan " —><7'>:45°
T T

November 19, 2021 16 /17
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Methods of Drawing Bode Plot

The magnitude versus log;,w graphs for both (1+ jwr)~! and (1+ jwT)
have been shown together in Fig.

Asymptotic curve

—20dB - Asymptotic curve
hituaa] curve

The exact or actual curves and the asymptotic curves differ from each

other to some extent. They are matched at the corner frequency w. = =
as shown in Fig. The maximum error between the exact plot and the

asymptotic plot occurs at the corner frequency.

Dr.N Rama Devi November 19, 2021 17 /17
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Methods of Drawing Bode Plot

From exact plot the magnitude at w = w, = % is calculate as

1
(1+j—><7')‘
T

= 201log;y V2 =3 dB

201logg |(1 + jwT)| = 201og;

For the curve for (1 + jw7)~! the magnitude of exact plot at corner
frequency will be —3 dB

If the poles or zeros on the real axis are of the form (1 + jwr)™, the
error in magnitude can be calculated to be equal to 3N dB and the
phase angle error will be +N45°.

(BEC and Bapatla) Dr.N Rama Devi November 19, 2021 18 /17



Control Systems

Unit III: Frequency Analysis

(BEC and Bar

Sub-code: 18EE502
Department of Electrical Engineering
Bapatla Engineering College
Bapatla

November 17, 2021

Dr.N Rama Devi

November 17, 2021



Introduction

Frequency response methods, developed by Nyquist and Bode in the
1930s, are older than the root locus method, which was discovered by
Evans in 1948 (Nyquist, 1932, Bode, 1945).

- The frequency response of a system is defined as the steady state re-
sponse of the system to a sinusoidal input signal

- The sinusoid is a unique input signal and the resulting output signal
for a linear system, is sinusoidal at the steady state.

- It differs from the input waveform only in amplitude and phase angle.
Analysis involves examining the transfer function G(s) when s = jw and
graphically displaying G(jw) as w varies.
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Introduction

® The frequency response of a system is defined as the steady state response of the system to

a sinusoidal input signal

® The sinusoid is a unique input signal and the resulting output signal for a linear system, is

sinusoidal at the steady state.

= It differs from the input waveform only in amplitude and phase angle.

Asinfet)

cft)

e

AVARVIRVE

B sin(wt + @)
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The frequency response of a LTI system is independent of the amplitude and phase of the
input test signal.

The design and parameter adjustment of the closed loop system for specified closed loop
performance can be carried out easily in frequency domain than in time domain.

= The effect of noise disturbance and parameter variations in frequency domain can be easily
visualized.

= There is correlation between time domain and frequency domain specifications, so time
domain performance of a linear system can be easily predicted using frequency domain
specifications.

Transfer function of the system can be obtained from the frequency response.
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Frequency analysis

As mentioned, for analysis of many systems frequency response is of im-
portance since most of the input signals are either sinusoidal or composed
of sinusoidal components (harmonics). The starting point for frequency
response analysis is the determination of system transfer function. Then
in the frequency response the transfer function is expressed in terms
of magnitude and phase angle as M(s) = M | ¢ Let us, consider the
transfer function of a first order system as an example.

Cs) 1 1
R(s) 1+st Cls) = 1+ STR(S)

For frequency response analysis we replace s by jw. Therefore,
. 1
Gjw) =

14 jwr
The system is to be subjected to sinusoidal input and therefore, we take

R(s) = Ajsinwt From equatlon the output C'(jw) = Al _S;I;“T’t Magnitude

G(s) =

of output, Ag = |C(jw)| = \/1—+172— Magnitude of input = 4,
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Frequency analysis

The dimensionless ratio of output to input is given as

M= 'ﬁ S S
A; V14 w?r?
and the phase angle
¢ =tan }(—wr) = —tan "l wr

1
Time lag = = tan" ' wr
w

Now let us plot M versus w and ¢ versus w. When

w—OM—i =land ¢ =0

1

When
A
Al o

w=o00,M=—

=0and ¢ = —90°
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Frequency analysis

As w increases from 0 to oo, the magnitude gradually decreases from 1
to 0 and the angle of lag, ¢ increases from 0 to —90°. Thus higher the
frequency, higher is the attenuation (decay) of the output and greater
is the angle of lag between output and input. The frequency response
characteristic of a first order system has been shown in Fig.

Iy 40
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frequency response specifications

Resonant Peak (M)

®* The maximum value M, of magnitude |M(jw)| is known as the resonant peak. A system
with large resonant peak will exhibit a large overshoot.

* In general, the magnitude of M, gives indication on the relative stability of a stable closed-
loop system. '

Resonant Frequency (w,.)

® The frequency at which the output of the system has maximum magnitude is resonant
frequency.

Bandwidth (wp)

®* The bandwidth BW is the frequency at which |M{jw)| drops to 70.7% of, or 3dB down
from, its zero-frequency value.
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

For comparative study of time response and frequency response of a
system, let us consider a second-order system. We had seen earlier that
the transfer function of a second-order system can be expressed as

C(s) w2

n
R(s) 8%+ 2(wps + w2
where ( is the damping ratio and w,, is the undamped natural frequency

of oscillations. For the sinusoidal transfer function, we will put s = jw
in the above expression.

Cjw) w2 w2

( _ n

T (jw)? + 2wnjw + w2 (W2 - w?) 4 j2wnw
Dividing by w

w)
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CORRELATION BETWEEN TIME RESPONSE AND
FREQUENCY RESPONSE

o, COQjw) 1 B
R R (e R TR
1
M (juw)| = M =
V(1= u2)? + (26u)?
| M (jw) = tan~! 12_022

From equations (10.4) and (10.5), it is seen that if v = 0,M = 1 and
qS:Oifu:l,M:%and(/):—% ifu—00,M —0and ¢ =—7
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

As u changes from 0 to oo, M changes from 1 to 0 and ¢ changes from 0 to
—m. The frequency at which M has maximum value is called the resonant
frequency w,. Let, u, = w,/w, where u, is called the normalized resonant
frequency. We will differentiate M with respect to u and substitute
u = u, and then equate to zero.

A -+ agu] ™ <o
or o
—% [(1 —u?)’ 4 (2Cu)2] [—4u + 4u® + 8¢%u] =0
or

4u3 — 4u + 8c%u B
_ =5 =
5 (1) + (20w
Substituting u = u,,

4u§ — 4u, + 8C2ur =0
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

From equations (10.4) and (10.6), we have
1

V(L= u2)? + (2u,)?
1

a2 e -2

M, =

\/4444—4<2—-8<4
1 1

12400 JAC(1-0)
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

From equation (10.5),

, 1 2CQur _120V/1—2¢?
— = 1 _ 1
LM (jw) = ¢ = tan =z = tan To1tr20

¢ = tan~! —”1_2@
¢

The characteristics of magnitude M and phase angle ¢ for normalized
frequency u for some value of ¢ have been shown in Fig. 10.5. 10.3.1
Correlation Between Time Domain and Frequency Domain Parameters
We had calculated time domain specification parameters like maximum
overshoot M), peak time t,, rise time t,, settling time ¢, etc. M, is

calculated as
M, = e~ ¢/ 1=¢?

or
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

and in the frequency domain resonant peak M, has been calculated as

1
20/ 1= ¢?

It is observed that both M), and M, are the functions of damping ratio ¢.
As ( is increased, the value of maximum overshoot M), goes on decreas-
ing. When ( is made equal to 1 , the overshoot disappears, that is, no
overshoot is produced by the system response. In the frequency domain,
resonant peak M, will disappear when ¢ > 1/ V2, that is, ¢ > 0.707
For lower value of ¢ both M, and M, will be large which is undesirable.
In practice, the value of ( is kept such that both the performance indices,
that is, M, and M,, are correlated. Therefore, ¢ is generally designed
as 0.4 < ¢ < 0.707.

M, =
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

We had resonant frequency w, and damped frequency of oscillation wy
as
Wy = Wn (1 - 2<2)

wq = wny/ (1 —¢?)

By comparing these two values, it can be said that there exists correla-
tion between resonant frequency and damped frequency of oscillations.
The ratio of

Wy (1—2¢2)

we | 1-¢Y
is also a function of . When ( lies between 0.4 and 0.707, both wy and
w, are comparable to each other.
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

Bandwidth is the range of frequencies over which the value of M is equal

to or greater than 1/4/2, that is, 0.707.
1

\/(1 —u2)? + (2Cu)?

Let up, = normalized bandwidth = #* Then,

M =

M= . —
\/(1 — ug)2 + (2Cub)2 V2
or
(1- u§)2 + (2Cup)* =2
or
1+ up — 2ul + 4¢%uf =2
or

up — 2u? +4C%ul +1=2
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CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

Let ug =z, then
22 —2x 44z +1=2

or
2?2z (1-2¢%)—1=0

2(1-2¢%) £/4(1 - 2¢2)° + 4
e 2

or

r=1-2024+/1-42 +4¢4 +1




CORRELATION BETWEEN TIME RESPONSE AND

FREQUENCY RESPONSE

. r=1-20%4+/2—4¢2 +4¢4
. up =1—2¢% £/2 —4¢2 +4¢4
or

ub:\/1—2C2j: 2 — 4¢2 4 4¢4
Asub:f)—z

wb=Ubwn=wn\/1—2C2+ 2 —4¢% +4¢t

wp is the denormalized bandwidth.
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Problems

Sketch the polar plot of a system whose iransfer function is given as

G=—N
sl +1Ks+2)

Solution
By putting = juw in the transfer fanction,

. 10
= TG TD)
” i
T =% 4 R —u)
3o = (2w )]
— 3. L. It —2u)
% (Zwmut P +ur Nl )
— 3’ . I —2u)
P I T

Equating respectively the real and imaginary parts,
u
——— =1t from which, w = oo
' +w Hd+w')
10w’ — )
(w4 Yl +w)

. 1]
Magninsde of G juw) = |G jw)|=
i) ;.J|+u‘34+;3

Phase angle of Gi juw) = |Giw)|= [—W —tan~ o —tan ™ %]

=0 from which »” — 2= Oor w=2+2

i jer) dets the real axis at w==y3
The value of Gjuw) ot w==2 & calculated as

Devi



Problems

-0t 02 60_ e

(' o' HA+a’) (4420452 36

The values of Gijus), i.2. s magnitude and phase at o — 0 and w — oo are caleulated as

I.im|€;t_;\..uj|=lim—,—m-|_=ac,
o ol 4ot i 4’

=lim a0 =0
“w;ii—ulq-‘ +ur

im[-w—m-'u-m-lﬁ
~o 2

‘Li_qﬂctjw

T -

lim £ G ]

lim £G{ jur)= lim [—W—m“\ﬁ —tan™
—% %

|i.n4a'(m=|im[—9o"—m-'u—m-“"]=—«m=—w—w=—zw

3
Thus the informations for drawing the polar plot are shown below. The polar plot is shown
n Fig.
w [ LG
o o =50
N -1.57 =180°
o (1] =277
=Mt Im
&
T Y. e L3
167 e
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Problems

Sketch the Bode plot and hence determine the gain cross over frequency and

phase cross aver frequency for the transfer function of a system represented by

0]

G{s)= ———————
s{x+05a)1+0.1s)

Solution
By puiting 5 = jirin the transfer function we have

)

10

)= oI T 01

The corner frequencies are:

=10 radfsec

As per procedure, the starting frequency of Bode plot is taken as bower than the
lowest comer frequency. Here the lowest comer frequency is 2 radisec. Therefore,
we can choose starting frequency as | mdfsec.

The system is type | system (type of (he system is indicated by the power of s in
the denominator of the transfer function). So e initial slope of the Bode plot i
—20 dB/decade. This initial slope will continue 6l the lowes: comer frequency of
w=2 radfsec.

s 1
MWMwyalmfiﬂdMecndumlbemmm'ﬂnnﬁglh
function. Therefore, the slope of the Bode plot will change by another —20 dB/
decade after the corer frequency of w = 2 rad/sec. The intal slope, therefare, will
become —40 dfdec. This slope will continue till the next corner frequency of
w= 10 radfsec. The corner frequency of w= lﬂmﬂmhmwwmﬁ-l—
Ll
of the transfer function. The slope of the Bode plot afier the comer frequency of
10 radfsec will change by another —20 dB/dec. Therefore, afler comer frequency of
10 radfsee, the total slope of the Bode plot becomses —60 dBfdec. and this slope will
continue for higher lrequencies.
“The magnitudes of the Bode plot at different frequencies are calculated as shown
below,
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Problems

Frequencyin | Magnituds in d8
radisec
Sl H_mm-mﬁ
= 20log10=20l0g1
-2048
Here K =10, given
w2 X
e
—20log [P 4257
= 20=2kog2 = 10log2
118
w10 7 ——
7B B
= 20log T + 267
=3lag P 4017
-—161608

Bade magritude plat for Gls)=

10
stx+ j0Ss)1+0. 15}




Problems

) Now, we will calculate the angle £G{jw) for frequencies of w = | radfsec o w= 15
radisee (say). The calculations are done using the relation, #G{juw) = —00° — tan-!
05 w — tan™ (1 w (from the system iransfer function)

[« To Joo Juo T2 [s [10 T ]
[o [=oer | —onawr [z [rasar [cisaver | conar |z |
&) We tow shetch the Bode plot for magninsde and phase angle as shown in Figs. 10.17

and 10.18. From the frgure we find,
Gain cross over frequency = 3.9 radfsec
Phase cross over frequency = 4.5 radisec

10
s{s+ f0.8sW1+0.15)

(BEC a

1d Bapatla



Problems

Example 104 Find the open-loop transfer function of a system whose approximate Bode
phot is shown below.

nal o7

Magniude
;
7

o1 wel w
Fig 1019

Solution
a) The initial shope of the Bode plot is —20 dB/dec. We can write the equation of the
linse AB in the form y = mx 4+ % Here, we write
y=-Wloguw+e
W pit o = 0.1 and y = 54 dB and calculate the value of £ a5
54 dB=—20log (0.1) + ¢
= (54 — 20) dB = 34 dB.

or,
For a slope of —30 dBAdecade, the sysiem is type 1 and its transfer function is i We have
1o find the value of & du
e=20log K
o, 34=20log K
o, hg k=17
K=35012
Therefore for the initial Bode plot we get the transfer function,
kw2
P
[*We mmmxxmanodeplughesmem[amuionar%. This can be
expressed in dB form, T!x]=§kfljwj=%. The magnitude representation in dB form
i

Mo =y = 20 log K — 20 log o

Dr.N Rama Devi

December 2



Problems

ar, y=—20logw+20log K.
Viewing in ¥=—mx + ¢ form, = 20 log K]
At corner frequency, w = 1 the slope has changed by another —20 dBfdec. The slope i
negative. The corresponding factor of the TF is ﬁ
+1

At the cormer frequency w = 2, the slope is increased by ancther —20 dBidec. The slope is
negative. Hence the corresponding factor of the TF. is —l—.
Thus the transfer function of the contrel system is (1 +0-55)

K

= T

December



Problems

Example 10.10 (2} State the advantages of Bode plot. Draw the Bode diagram for

LN 0025 4+ 1)

o m et

(5 + 100+ 0. L)1+ 0.01s)

(b) Mack the following on the Bode diagram, recording the numerical values
3) Gain cross over frequency

d) Gain margin

Solution
(2) In Bode plot, Gijw) in dB, ie. 20 loglti( juwi|is plotied against log w. Similarly, phase
angle of G(juw) is plotted against log . The following are its advantages:

i) Since (fjw) consists of many multiplicative factors in both numerator and
immm:l::mmmmmhganmnfptlwﬂmmm[mrsmbe
converted mto additions and sub i which can be aly. This helps.
in simplified design modification

ii) The relative stability of the system can be snnhed by calculating gain margin and
phase margin from the Bode plot.

iif) Transfer function can be obtained from Bode plot.

i) The value of system gain K can be determined from Bode plot for desired gain
margin and phase margin specifications.

December




Problems

Solution
(b} The students are to try this problem following the sieps as:
First the corer frequencies are calculated and the initial slope is calculated as

Hlog,, K =20log,, 100 = 40 dB.
Step 1: Arrange G3) Hiz) in time constant form.
The given system is already in time constant form, Le.

LO00.025+1)
= ||

b (341140 1)1+ 0.00sF )
Step 2: Factors
As the system is type zero system 20log,, |G judH{ju)|

20log,, K = 2Wlog,y(w)
=20log,, = 40 4B

The followsng are the corner frequencies:

i) Simple zero (0.02¢ + 1),

i) Simple pole (5 + 1), we, =1radsec

it} Simple pole (1 + 0.1}, o, =10 mdfsec

iv) Simple pole (1 + 0.00sF, w, =100 radisec
Step 3: Magnitude plot

i) Contsibution of K is 20 log k' =40 dB
i) 1 pole at origin (s + 1) starting slope becomes = — 20 dB/decate
0

i) AL u,
Slope will be = — 40 dB/decade

i) At w, =50
Slope will be — IU+20——20|1.BMzmde

¥) AL
Slope will be —213 4 = — 60 dB/decade.
Step 4: Phase angle plot
Substitute s = jus in equation (1)
100(0.02 jur+ 1)

GURNH )= e+ D1+ 0.1 fer W+ 001 i)

LG ju)H (ju) =

The calculation of phase angle is shown in a tabular form. The Bode plot for the given IF
is shown in Fig. 10.26.

Dr.N Rama Devi , 2021



—108.26
—125.38

72898
=178.16

=200.02
=216.84
=360

=210 001w | &,
=114

=1.14
-572
~11.4

=53.12
=50
=112.61
=180

[T eer 2 e2
M|

=tan™ 01w
=057

=57
—26.56
-8
=53.43

S
o
(@)
<
5
~
4
a

T
I

=571
45
—Tass
—Baz
=87.13
=885
8347
82,42
50"

tan 002w | =tan~w
0.114
1.145
5.71
1.

Phase angle table
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Concept of Controllers



Introduction

* In control systems, a controller is a mechanism that seeks to minimize
the difference between the actual value of a system (i.e. the process
variable) and the desired value of the system (i.e. the setpoint).
Controllers are a fundamental part of control engineering and used in
all complex control systems.



Important uses of the Controllers

 Controllers improve the steady-state accuracy by decreasing the
steady state error.

 Asthe steady-state accuracy improves, the stability also improves.

* Controllers also help in reducing the unwanted offsets produced by
the system.

 Controllers can control the maximum overshoot of the system.

 Controllers can help in reducing the noise signals produced by the
system.

e Controllers can help to speed up the slow response of an
overdamped system.



Types of Controllers

In the continuous controller theory, there are three basic modes on
which the whole control action takes place, which are:

* Proportional controllers.

* Integral controllers.

* Derivative controllers.

These three types of controllers can be combined into new controllers:
* Proportional and integral controllers (Pl Controller)

* Proportional and derivative controllers (PD Controller)

* Proportional integral derivative control (PID Controller)



Proportional controllers

To discuss proportional controllers, as the name suggests in a
proportional controller the output (also called the actuating signal) is
directly proportional to the error signal. Now let us analyze the
proportional controller mathematically. As we know in proportional
controller output is directly proportional to the error signal, writing this

mathematically we have, here proportionality constant is called as
proportional controller Kp

A(t) x e(t)



Proportional controllers

* Actuating signal is proportional to error
signal

« Such a system always has a steady-state
error in the step response. Such a steady-
state error is called an offset.

o) | i
, Offset




Change in gain in P controller

* Increase in gain:

| — Upgrade both
VA | steady-state and
\ T transient responses

—Increases oscillations

— Reduce steady-state
error

— Reduce stability!
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Advantages of Proportional Controller

* Now let us discuss some advantages of the proportional controller.

* The proportional controller helps in reducing the steady-state error,
thus makes the system more stable.

* The slow response of the overdamped system can be made faster
with the help of these controllers.



Disadvantages of Proportional Controller

Now there are some serious disadvantages of these controllers
and these are written as follows:

1.Due to the presence of these controllers, we get some offsets in
the system.

2.Proportional controllers also increase the maximum overshoot
of the system.



Integral Controllers

* As the name suggests in integral controllers the output (also called the
actuating signal) is directly proportional to the integral of the error signal.

* Where K/s (Ki) is an integral constant also known as controller gain. The
integral controller is also known as reset controller.



Integral Controller

* Integral of error with a constant gain
— increase the system type by 1
—eliminate steady-state error for

a unit step input
— amplify overshoot and oscillations



Advantages of Integral Controller

* Due to their unique ability, Integral Controllers can return the
controlled variable back to the exact set point following a disturbance
that’s why these are known as reset controllers.



Disadvantages of Integral Controller

* It tends to make the system unstable because it responds slowly
towards the produced error.



Derivative Controllers

* |t should be used in combinations with other modes of controllers
because of its few disadvantages which are written below:

* It never improves the steady-state error.
* It produces saturation effects and also amplifies the noise signals
produced in the system.

* Now, as the name suggests in a derivative controller the output (also
called the actuating signal) is directly proportional to the derivative of

the error signal.



Derivative Controller

* Differentiation of error with a constant
gain
— detect rapid change in output
— reduce overshoot and oscillation

— do not affect the steady-state response



Advantages of Derivative Controller

* The major advantage of a derivative controller is that it improves the
transient response of the system.



Proportional and Integral Controller

* As the name suggests it is a combination of proportional and an
integral controller the output (also called the actuating signal) is equal
to the summation of proportional and integral of the error signal.

* Through the PI controller, we are adding one pole at origin and one
zero somewhere away from the origin (in the left-hand side of
complex plane).

* As the pole is at the origin, its effect will be more, hence PI controller
may reduce the stability; but its main advantage is that it reduces
steady-state error drastically, due for this reason it is one of the most
widely used controllers.



Proportional-Plus-Integral
Control

* To eliminate offset, the proportional controller may be replaced
by a proportional-plus-integral controller.

* If integral control action is added to the controller, then, as long
as there is an error signal, a signal is developed by the controller
to reduce this error, provided the control system is a stable one.

Integral (1}

Ko

Proportional (P) Plant
R(s) + -
P X

C{x)

.
./ C(x)




Proportional and Derivative Controller

* As the name suggests it is a combination of proportional and a
derivative controller the output (also called the actuating signal) is
equals to the summation of proportional and derivative of the error
signal.

* Generally, it is said, PD controller improves transient performance and
the Pl controller improves the steady-state performance of a control
system.



Proportional-Plus-Derivative
Control

(@)

C(s) Kp[l t+ Tys)
R(s) Js*+ K, Tys + K,



Proportional-Plus-Derivative
-Plus-Integral Control

* A proportional-integral—derivative controller (PID
controller) is a control loop feedback
mechanism widely used in industrial control
systems — a PID is the most commonly used
feedback controller.

* A PID controller calculates an "error” value as
the difference between a measured process
_ variable and a desired setpoint. The controller
. atter _ts to minimize the error by adjusting the
—process control inputs.




* The PID controller calculation involves three
separate constant parameters, and is accordingly
sometimes called three-term control:
the proportional, the integral and derivative values,
denoted P, |, and D.

* These values can be interpreted in terms of
time: P depends on the present error, | on the
accumulation of past errors, and D is a prediction
of future errors. based on current rate of change.

—Sctpoiut:{z)— Erpor - | K,I el )T —b@\)uﬂuuml —
—rr




+

Parameter P Pl PD PID

Time constant Decrease Increase Decrease Small Change(Decrease)
Rise Time Decrease Increase Decrease Small change(Decrease)
Peak Time Decrease Increase Decrease Small change(Decrease)
Overshoot Increase Decrease Increase Small change(Decrease)
Settling Time Small Change Increase Decrease Small change(Decrease
Steady State Error Decrease Decrease No Change Decrease

Stability Decrease(worse) Decrease(worse) Improve Improve

Comparison between P Pl and PID controller.
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Compensator

Compensator is an additional component or circuit that is inserted into
a control system to equalize or compensate for a deficient performance.
Necessities of compensation

1. In order to obtain the desired performance of the system, we use com-
pensating networks. Compensating networks are applied to the system
in the form of feed forward path gain adjustment.

2. Compensate a unstable system to make it stable.

3. A compensating network is used to minimize overshoot.

4. These compensating networks increase the steady state accuracy of
the system. An important point to be noted here is that the increase in
the steady state accuracy brings instability to the system.

5. Compensating networks also introduces poles and zeros in the system
thereby causes changes in the transfer function of the system. Due to
this, performance specifications of the system change.
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Types of Compensator

Series or Cascade compensation

Parallel or feedback compensation

Combined Cascade and feedback compensation or Series parallel com-
pensator

Dr.N Rama Devi December 17, 2021




Series or Cascade compensation

Compensator can be inserted in the forward path as shown in fig below.
The transfer function of compensator is denoted as Gc(s), whereas that
of the original process of the plant is denoted by G(s).

”‘J—%_ PRI S— aist e
e )
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Parallel or feedback compensation

The feedback is taken from some internal element and compensator is
introduced in such a feedback path to provide an additional internal
feedback loop. Such compensation is called feedback compensation or
parallel compensation. The arrangement is shown in fig.

(BEC and Bapatla) Dr.N Rama Devi
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Combined Cascade and feedback compensation or Series

parallel compensator

In some cases, it is necessary to provide both types of compensations,
series as well as feedback. Such a scheme is called series — parallel com-
pensation. The arrangement is shown in fig. below.

Riz)
Cis)
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Compensating Network

A compensating network is one which makes some adjustments in order
to make up for deficiencies in the system. Compensating devices are
may be in the form of electrical, mechanical, hydraulic etc. Most electri-
cal compensator is RC filter. The simplest networks used for electrical
compensator are Lead compensator — (to speed up transient response,
margin of stability and improve error constant in a limited way) Lag com-
pensator — (to improve error constant or steady-state behavior — while
retaining transient response) Lead — Lag compensator — (A combination
of the above two i.e. to improve steady state as well as transient)
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Phase Lead Compensation

A system which has one pole and one dominating zero (the zero which is
closer to the origin than all orver zeros is known as dominating zero.) is
known as lead network. The basic requirement of the phase lead network
is that all poles and zeros of the transfer function of the network mast
lie on (-)ve real axis interlacing each other with a zero located at the
origin of nearest origin. Given below is the circuit diagram for the phase
lead compensation network.

P . /e

E f
£ ELA

-u_--——-i
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Phase Lead Compensation

Phase Lead Compensation Network Transfer Function

-G - s -l Prmn | osg_ e
c i R2+R1XC}S _ R2 (R108+1) €is 1 2 (11
° Ri+ Ry (R105+1)
eo(s) _ Ra(R1Cs+1) N i1 |: Rlcs+1 — |: 14T's ] _____
ei(s) R1R2Cs+R1+R> Ri1+R2 1+R e R1Cs 1+aT's

————— (1) VVhereoz—n+7r <1T=RC
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Phase Lead Compensation

Equation 1 can be written in the form of
oT (s + %)
Ge(s) = —7—1~
aT (S + a_T)
s+ 4
Ge(s) = —( IT)
s+ ﬁ)
s+ Ze
S+ P.
Where Z. = ! d P.= !
ere Zo = 7 and Fo = —
Let us draw the pole zero plot for the above transfer function.

1

s plane

December 17, 2021 10 /28

& = 5
(BEC and Bapatla) Dr.N Rama Devi




Phase Lead Compensation

The sinusoidal transfer function of the lead network is obtained by

substituting § — jw in equation 1 Ge(jiw) = 205 = G2 Let
|Ge(jw) =0 =| to(;:’)) 0= L c(jw) = tan"t wT — tan~tw,aT — — — =2

as a < 1 we have,
tan "' waT < tan ' wT

® is always positive Therefore the output voltage always lead the input
voltage in above network. Hence the above network is called lead network
Effect of Phase Lead Compensation

1. The velocity constant Ky increases.

2. The slope of the magnitude plot reduces at the gain crossover fre-
quency so that relative stability improves and ercor decrease due to
error is directly proportional to the slope.

3. Phase margin increases.

4. Response becomes faster.
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Phase Lead Compensation

Advantages of Phase Lead Compensation

1. Due to the presence of phase lead network the speed of the system
increases because it shifts gain crossover frequency to a higher value.

2. Due to the presence of phase lead compensation maximum overshoot
of the system decreases.

Disadvantages of Phase Lead Compensation

1. Steady state error is not improved.
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Phase Lag Compensation

A system which has one zero and one dominating pole ( the pole which
is closer to origin that all other poles is known as dominating pole) is
known as lag network. The basic requirement of the phase lag network
is that all poles and zeros of the transfer function of the network must
lie in (-)ve real axis interlacing each other with a pole located or on the
nearest to the origin. Given below is the circuit diagram for the phase
lag compensation network.
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Phase Lag Compensation

Transfer Function

Transfer Function = G.(s) = €o(s)

ei(s)
1
60((8)) _ [R2+§]Z(S)

ei(s) — [Ri4+Rat+ 2|16

_[ ' 322055?]1( :

- 1+(R1-|—R2)CS

RoCs+1

1+(%j252R203

LetT—RQC’andB:RlR;Q2 >1
1+ st

G = = — - — — = 1
(8) = T 54

(BEC and Bapatla)
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Phase Lag Compensation

The pole zero location of the lag network is as shown in figure below.
& joo

s plana

To obtain sinusoidal transfer function we put s-jw in the equation 1

eo(jw) 14 jwt

Gelgw) = e(jw) 1+ jwpt

If wm—la(jw) then
0 = |Ge(jw) = tan ' wr — tan" ' wpt — — — =2

Since > 1,tan"'wpBt > tan~! wt Or ¢, is negative Therefore the out-
put voltage lags the input voltage. Hence the name lag Network.
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Phase Lag Compensation

Effect of Phase Lag Compensation

1. Gain crossover frequency increases.

2. Bandwidth decreases.

3. Phase margin will be increase.

4. Response will be slower before due to decreasing bandwidth, the rise
time and the settling time become larger.

Advantages of Phase Lag Compensation

Let us discuss some of the advantages of phase lag compensation -

1. Phase lag network allows low frequencies and high frequencies are
attenuated.

2. Due to the presence of phase lag compensation the steady state
accuracy increases.

Disadvantages of Phase Lag Compensation

Some of the disadvantages of the phase lag compensation -

1. Due to the presence of phase lag compensation the speed of the system
decreases.
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Phase Lag Lead Compensation

With single lag or lead compensation may not satisfied design specifica-
tions. For an unstable uncompensated system, lead compensation pro-
vides fast response but does not provide enough phase margin whereas
lag compensation stabilize the system but does not provide enough band-
width. So we need multiple compensators in cascade. Given below is
the circuit diagram for the phase lag- lead compensation network.

G
L >
FY N _,r"\;"\} "

Ry
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Phase Lag Lead Compensation

Now let us determine transfer function for the given network and the

transfer function can be determined by finding the ratio of the output
voltage to the imput voltage.

)

G.(s) = (S+ﬁ_1ﬁ> <3+L> a<l,f>1

aT2

GC(S) _ (1 + ST11) (1 +18T2) /T17'12)
s+ <% + 04_7’2) T afrie
(1+ s11) (1 + s72)

————————— 1
T17'282-|-8(%+%2) ‘|‘L
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Phase Lag Lead Compensation

We have,

eo(s) = [Rg + C%S] 1(s)

R10+8 1
ei(s) = | —————+ Ry + —
Z( ) Rl—{—CLIS 2 Csys

ei(s) Ry 1
Beo(s) T RiCis+1 Rt 0_28:|
61(8) . R1Cis + (RQCQS + 1) (R1015 + 1)
ee(s) (R1C1s+1) (ReCos + 1)
(G (S) _ R1Cis + 1) (RQCQS + 1)
¢ R1RyC1C28% 4+ s (R1C1 + RoCoy + R1C3) + 1

I(s)

2
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Phase Lag Lead Compensation

Comparing equation 1 and 2

T = R101 and Ty = RQCQ

% + % = R1C1 + R2Cy + R1Co

1
— =1 therefore af =1

af

A single lag- lead network doesnot permit an independent choice of «
and

Ge(s) = <8+T_11> — <8+T_}> meansézﬁandﬂ>1
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Phase Lag Lead Compensation

The pole zero location of the lag network is as shown in figure below.

4 jw
s plane
1/8T, AT
3 o oO—X >
0
A -1/BT4 e

Advantages of Phase Lag Lead Compensation

Let us discuss some of the advantages of phase lag- lead compensation-
1. Due to the presence of phase lag-lead network the speed of the system
increases because it shifts gain crossover frequency to a higher value.

2. Due to the presence of phase lag-lead network accuracy is improved.
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Bode plot of Lead Compensation

The Bode diagram of the lead compensator is shown in figure. The
phase-lead of the above compensator at any frequency w is given by

¢ =tan"' wr — tan" awr

_ wr—awr _ wr(l-a)
tan ¢ = THwr-awr — 1+aw?T?
T Slope +20 dB/decade
dB
G 20 log 1/
10 log Ve
0 |
90° —
LG (jw)
45°
E—
O ~
,, l
0 iz o, = Uria Var
log @ —»
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Bode plot of Lead Compensation

The frequency at which maximum phase-lead occurs wy, is given by the
solution of % =0, i.e. i.e.

d (wr(l-q) 0
dw \ 1+ aw?r2 )

(14 aw?r?) (1 - )1 —wr(l — a) (2awr?) =0

or

ie.
1
= 1/7)(1/ar
s = V)
So, Wy, is the geometric mean of the two corner frequencies of the com-
pensator. At w = wy,, the maximum phase-lead ¢,, is given by

Wm =

1
wmt(l—a) 7o T 1-q)
tan g, = - = (1-a)/2
a0 Om = 2 lta L7 (1-a)/2Va
or 1
. —«
s ém = 17,
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Compensation design

Compensation design can be carried out in time-domain or frequency-
domain. The specifications in time-domain are generally given in the
following form:

1. Damping ratio &

2. Peak overshoot M)-indicative of the relative stability

3. Undamped natural frequency w,,

4. Rise time ¢, or settling time ts-indicative of speed of response

5. Error constant egs-indicative of steady-state error
Frequency-domain specifications are generally given in the following form.
1. Phase margin ¢,,, or resonant peak M, -indicative of relative stability
2. Bandwidth wy or resonant frequency w,-indicative of rise time and
settling time

3. Error constant indicative of steady-state error
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Compensation design

The design in time-domain is carried out using the root locus and the
design in frequency domain is carried out using the Nyquist plots, Bode
plots, or Nichols chart. Design in time is tedious. So, usually the given
time-domain specifications are usually first converted into frequency-
domain specifications using second-order correlations between time and
frequency responses, the design and compensation is carried out in frequenc
domain and then the results are back converted into time domain. The
correlations discussed earlier are as follows:

1
My=— —
2/1— &2
Wy = wpy/1 — 2£2

Gy = tan” {2&/[ <1+4£4>—2£2]1/2}

Wp = Wn {1 —262 4+ /(2482 + 454)] v
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Compensation design

The specifications in terms of M, and w, are convenient for compensation
using the Nyquist plots. When phase margin is specified, the Bode plots
are more convenient. Gain crossover frequency w, can be used as a rough
measure of bandwidth w,. When the Nichols charts are used any type
of specification can be handled.

The advantages of frequency-domain compensation are as follows:

1. Simplicity in analysis and design

2. Ease in experimental determination of frequency response for real
systems

The disadvantage of frequency-domain compensation is that direct con-
trol on system performance is lost.

Even though frequency-domain compensation can be carried out using
the Nyquist plots, Bode plots or Nichols chart, the compensation is
normally carried out by using the Bode plots because of the following;:
1. The Bode plots are easier to draw and modify.

2. The gain adjustment can be conveniently carried out using the Bode
plots.
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Steps for Lead Compensation design

The lead compensator is basically a high-pass filter. The design pro-
cedure for a lead compensator given below is quite general and applies
to any type and order of a system. Step 1. Adjust the system error
constant to the desired value. Determine the open-loop gain K required
to satisfy the specified error constant.

Step 2. Using this value of K draw the magnitude and phase Bode plots
and determine the phase margin ¢,,,1 and gain crossover frequency wq;
of the uncompensated system. If the phase margin of the uncompen-
sated system ¢,m,1 is not satisfactory, proceed with the following steps
to design a lead compensator.

Step 3. Determine the phase-lead ¢ required using the relation

¢l:¢5_¢pm1+€

where ¢ is the required (specified) phase margin, ¢pm,1 phase margin of
the fixed part of the system (i.e. the uncompensated system); and e is
margin of safety.
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Steps for Lead Compensation design

step 4. Let ¢, = ¢; and determine the o parameter of the network using

formula
_ 1—singy,

“ T 1t sinen

If the required ¢,, is more than 60°, it is recommended to use two identi-
cal networks each contributing a maximum lead of ¢y /2. (It is because
in order to provide a phase-lead of ¢ at the new gain crossover frequency
wgo with the largest value of o, the frequency of maximum phase-lead
wm of the network must be made to coincide with wg2. Thus we get
wg2 = Wi )

Step 5. Calculate the dB-gain 10log(1/«). Locate the frequency at
which the uncompensated system has a gain of —10log(1/«). This is the
frequency wys = wy, of the compensated system.
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Steps for Lead Compensation design

step 6. Compute the two corner frequencies of the network as

w; = 1/7 = wpVaswe = 1/ar = wy/Va

With those values of w; and wsq, the design is complete and the lead
compensator transfer function can be written as

1+7s
Gels) = 14+ ars
step7. Draw the magnitude and phase bodeplot of the compensated sys-
tem and check the resulting phase margin and gain crossover frequency
(it is a rough measure of bandwidth of the system), if the phase margin
is still low raise the value of € and repeat from step 3 above.
step8. Check any addition specifications on the system performance
eg. bandwidth, redesign for another choice of crossover frequency till
specifications meet.
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STATE SPACE ANALYSIS



Introduction

State space analysis is an powerful and modern approach for the design
and analysis of control systems.

The conventional or old methods for the design and analysis of control
systems is based on transfer function method.

The transfer function method for design and analysis had many drawbacks
such as..

— Transfer function is defined under zero initial conditions
— Applicable to LTI systems
— SISO systems

— Does not provide the information regarding internal state of
the system

Initial conditions can be incorporated in the system design

State equations are highly compatible for simulation on analog or digital
computers



Advantages of state variable analysis.

This can be applicable to

* Linear systems

* Non-linear system

* Time variant systems

* Time invariant systems

 Multiple input multiple output systems

* This gives idea about the internal state of the
system



Concept

Input Output
P SYSTEM P

r(t) y(t)

The output not only depends on the input applied to the
system for t > t,, but also on the initial conditions at time t = t,

y(t) =y(t) | 0 + V()| 210
t
=/, y(®)+ f y(©)
=y(ty) + f (t)
The term y(t,) is called the state of the system.

The variable that represents this state of the system is called
the state variable



Definitions

State: The state of a dynamic system is the smallest set of
variables called state variables such that the knowledge of
these variables at time t = t_ (Initial condition), together
with the knowledge of input for t > ¢,, completely
determines the behavior of the system for any time t > ¢, .

State Variables: A set of variables which describes the
system at any time instant are called state variables

State vector: A vector whose elements are the state
variables

State space: The n-dimensional space whose co-ordinate
axes consists of the x, axis, x, axis,.... x,, axis, (where x, , X,
,--... X, are state variables:) is called a state space.



lllustration

Consider the circuit shown in figure

i(t)
i(t) = C d‘;ift) >
V(t) == [° i(®)dt T
= % [ i(dt + % ftz i(t)dt

=V (tg) + V.(t)
V_(t,) = initial voltage across capacitor

The voltage across capacitor can be taken as a
state variable



Consider the circuit shown in figure

di(t) )
dt

(1) == [ Vi(t)dt
1 rt, 1 ot
= J2° Vi(t) dt+ - fto V,(t) dt

=V, (t,) + V(t)
V|(t,) = initial voltage across Inductor

Vi (t) = L

L VL(t)

The current through inductor can be taken as a
state variable



State Model

consider a multi-input & multi-output system is having

m inputs u, (t), uy(t) ... u,(t)
p outputs Va(t), ¥o(L) ey, (T)
n state variables  x,(t), x,(¢t),......x, ()
u;&ti - ‘l’,{[t}:l
ST conmotsysem [ V2L U ontrol em Y
u, (t) — — vp’t! I:> e :>
x,(t) x(t) x (t]
X
The different variables may be represented by the vectors as shown below
U (0)] Y1 (D]
Input vector U(t) = uz(t) ; Output vector Y(t) = y2(0)
Uy, (1) Lyp (1),
X1 (D]
X,(D)

State variable vector X(t) =

_xn. (lt)_



State Equations

The state variable representation can be arranged
in the form of n number of first order differential
equations as shown below:

dx :

- =X = fL(Xy, %5, X, ;
dx :

T =X = fL(Xy, %5, X, ;
dx

dt

b =X, = fL(X, %5, X

Ug,Uy.....U
Ug,Uy.....U
Ug,Uy.....U

In vector notation, X(t)= f(X(t),U(t))
Similarly the output vector Y(t) = f(X(t),U(t))



State Model of Linear System

The state model of a system consist of state equation and output
equation.

The state equation of a system is a function of state variables
and inputs.

For LTI systems, the first derivatives of state variables can be
expressed as a linear combination of sate variables and inputs

X1 = Ay Xy+a X, +----+a, X, + b u+b,u,+-—--+b, u

X, = @y1Xy+a5, X, +----+a, X + b, u +b,,u,+---+b, u

Xp= anlxl-l-an2X2+""+anan + bnlu1+bnzuz'l_-"-l-bnmum

where the coefficients a; and b; are constants



n the matrix form,
X1] 11 A1) [%1] [byg by [H17
X2 dyr e Ay %2 b, bom | | Y2
= +
'Xn' dpp 7t dAppt BX- 'bnl bnm' U
X(t) = A X(t) + B U(t)......... state equation

where, A is state matrix of size (nxn)
B is the input matrix of size (nxm)
X(t) is the state vector of size (nx1)
U(t) is the input vector of size (mx1)



Output equation

The output at any time are functions of state
variables and inputs.

output vector, Y(t) = f(x(t), U(t))
Hence the output variables can be expressed as a
linear combination of state variables and inputs.
Y1= Cy X +C,X+---—+Cy X + du +d U +-—-+d U

Y, = Cp1 X +CyXyH-—=-+Cy X + dy U +d,,Uy+---+d, U

Yp = CprXgHCppXo+----+Cy X, + dj Us+d U +---+d U

where the coefficients ¢; and d;; are constants



In the matrix form,

_yl_ _C11 C]_n_ -Xl_ d11 dlm_ _ul_
3’2 C21 CZn XZ d21 dZm u,
= +
LY - Co1 7 Con- X" -dpl T dpm' “Upy-
Y(t) = C X(t) + D U(t).............. output equation

where, Cis the output matrix of size (pxn)
D is the transmission matrix of size (pxm)
X(t) is the state vector of size (nx1)
Y(t) is the output vector of size (px1)
U(t) is the input vector of size (mx1)



State Model

X(t) = A X(t) + B U(t)
Y(t) = C X(t) + D U(t)

y

D

1

_'.il'f

% x(1)

% yi) U(t)

A

< ‘

state equation
output equation

B Xy ] xp

ﬁ’ﬁ‘
>

—




Selection of state variables

* The state variables of a system are not unique.
* There are many choices for a given system
Guide lines:

1.

For a physical systems, the number of state variables
needed to represent the system must be equal to the
number of energy storing elements present in the system

If a system is represented by a linear constant coefficient
differential equation, then the number of state variables
needed to represent the system must be equal to the
order of the differential equation

If a system is represented by a transfer function, then the
number of sate variables needed to represent the system
must be equal to the highest power of s in the
denominator of the transfer function.



State space Representation using Physical variables

* |n state-space modeling of the systems, the
choice of sate variables is arbitrary.

* One of the possible choice is physical
variables.

* The state equations are obtained from the
differential equations governing the system



State Space Model

Consider the following series of the RLC circuit.
It is having an input voltage v.(t) and the current
flowing through the circuit is i(t).

i(t) R L

vi(t) vo(t) ~C




* There are two storage elements (inductor and
capacitor) in this circuit. So, the number of the
state variables is equal to two.

* These state variables are the current flowing
through the inductor, i(t) and the voltage
across capacitor, v (t).

* From the circuit, the output voltage, v,(t) is
equal to the voltage across capacitor, v (t).



Y(t) = vp(t) = v (t)
Apply KVL around the loop,

Vi(t) = Ri(t) + L2+ v (1)

i(t) =

The voItage across the capacitor is

v(t) =% [i(Ddt

Differentiate the equation with respect to time,
v ( t) dv (t) _i®

C

di (t)

= - Zi(t) - T v(t) + 7 V(1)

O - di(t) |
1(t . . : s | dt

v.(0) Differential state vector, X = av (9
| dt |

State vector, X = [




Arrange the differential equations and output equation into standard
form of state space model as,

[ di(t) ] [-R —1 ( )
lat | L T 1(t
X = dv.)| |1 0 V (t )] + [L] vi(D)]
| dt | C i

) 10
=10 11|,

X(t) = A X(t) + B U(t)
Y(t) = C X(t) + D U(t)

R4 1
Here A = I{ Lt B=[_]; C=[0 1]; D=]0]
C 0




Problem

Represent the electrical circuit shown by a state

model
Ll’- Lz

— Ty ;
¥ |
,)C_-B - _l




Solution

Since there are three energy storing elements, choose
three state variables to represent the systems

The current through the inductors i,,i, and voltage
across the capacitor v, are taken as state variables

Let the three sate variables be x1, x2 and x3 be related
to physical quantities as shown

Let, 1;=Xy,

I, = X2'

V.= X3




Applying KVL to loop 1,

1

- — u(t)------- (1)

Ly

L2 4 Ry () + u(t) = v(t) = 0
= L7224 Ry () + u(t) - x5(t) =0
= L X (t) + Ryx(t) + u(t) —x5(t) =0

: R 1
= X%i(t)= -t ()
Applying KVL to iloop 2,

L, 22 4+ Ry (t) = v(t) = O

= L7224 Ryx(t) — x5(t) = 0

= L, X,(t) + Rx,(t) = x5(t) =0

: R
= %)= -2+

1

L,

X5(t)



Applying KCL at node v (t),
4 (1) +i(t) + € 2

= Xl(t) + x,(t) + C

This is State Equation

dx (t)

X3(1)

R, 17
X4 (1)] L, 0 L,
X(0]=1 0 —% Li
X3(t)] R S
¢ "¢ W

=0
=0

x,(0] [-L

X, (O [ + ()L1
0

[u(®)]




y(t) = Rziz(t) = szz(t)

_X1(t)_
y(t)=[0 R, 0] [x,(t)
X3(t)

This is output equation




Problem

Obtain the state model for a system represented
by an electrical system as shown in figure

R R
T_M WW- T+
u(f) ¢ C )

| ;-




Solution

Since there are two energy storage elements
present in the system, assume two state
variables to describe the system behavior.

Let the two state variables be x, and x, be
related to physical quantities as shown

R Vl(l) R Vz(i)

letvy(t)=x,(t) T ] [
V,(t) = x,(t) () A T
4




Applying KCL at node v,(t),

v(O-u®  ~dv,(® v, (0-v,® _

= + C -t = =0
— X, (H)—u(t) + C dx, (t) N X, (0)—x%,(D) -0

R dt R
— O u® - X4 (t) - (t) =0

R R
: 2x (t t t

= %(t) = - 222 50, “R(C) ------------



Applying KCL at node v,(t),
c (0 v,(O-v,(©) _

dt R
— C dx, (t) N X,(0—x, (D) _
dt R

X,(t)
R
x,(0) x,(0)

= XU 2o Re

= Cx,(t) -2+

0

0

=0



putting 1 and 2 in matrix form,

b o [ M o

RC  RC.
This is the state equation

The output of the circuit is given by
y(t) = v,(t)

= X,(Y)
x1(t)

=10 1] lxz(t)

This is the output equation



Problem

Represent the electrical network by a state
equation

20 X A
——

300N

— AW
')d'l? m 20 m x(t) A~

ok
LA\

201

]+
|-
ﬂ




State representation using Phase variables

* The phase variables are defined as those particular
state variables which are obtained from one of the
system variables and its derivatives.

e Usually the variables used is the system output and
the remaining state variables are then derivatives of
the output.

* The state model using phase variables can be easily
determined if the system model is already known in
the differential equation or transfer function form.



Consider the following nt" order linear differential equation relating the
output y(t) to the input u(t) of a system.

dn y dn—ly dTl—Zy dy
qo T Mgt YA g vt Ay T ARy = U
Let us define the state variables as
X1=Y
d dx
x2 = —y = —~1
dt dt
_dly _dy_dx,

X3= 42 " at . dt

n-1

‘= d"ly _ dx,_,

nToavt T dt
From the above equations we can write

X1= %,

Xy = X3

).(n—l = xn

X, + A X, +..ta, X, +a, X, =U



writing the above state equation in vector matrix form,
X(t) = AX(t) + Bu(t)

W] [0 0[] [0
X2[2| O 0 11%2 ]+ 2]
x| |—an - —allx,] |1

Y(t)=CX(t)=[100..]




Problem

Construct a state model for a system characterized
by the differential equation,

d—+6—+ 11—+6y+u—0
Also give the block diagram representation of the
state model

Solution: Let us choose y and their derivatives as
state variables. The system is governed by third
order differential equation, so the number of state
variables required are three.



Let the state variables x,, x, and x; are related to
phase variables as follows.

X; =Y
dy .
_d’y dx, .
X =—=X,
37 4 dt
d d’ d’
Puty=x1,d—}t’—x2,d—y—x3and y—X3|nthe

given equation
S Xt 6X3 + 11x, + 6x, +u=0
= X3= - 6X- 11x,-6%5 - U



The state equations are

Xq = X,
X, = X3
X3= - 6X;- 11X,-6X5-U

Arranging the state equations in the matrix form,

x| [0 1 O 1xXq7 [ O
Xz =10 0 1 [X2]+ 0 [U]
X;l -6 —-11 -—-61x;1 1-1.
Here y = output

Buty =x,

X1
- The output equationis y=[1 0 O] [Xz]
X3



The block diagram for the state model is

X3 =%y




Problem

Represent the differential equation given below
in a state model

d’y d?% dy _
3 + e +6 m +7y = 2u(t)

Solution:
Since, the given equation is a third-order

differential equation, choose three state
variables to represent the system



Let y(t) = x,(t)
y(t) = x,(t)
Y(t) = X3(t)

where x,(t), x,(t), x5(t) are the state variables of
the system.

y(t) = x,(t)
y{t) =x,(t) =x,(t)  ----mmmmeev (1)
y(t) = x5(t) = x,(t) - (2)



From the given diff. equation

d3y d%y

y(t)+y(t) + 6y(t) +7y = 2u(t)

X4(t) + X5(t) + 6 X,(t) + 7 x4(t) = 2u(t)

X45(t) = -7 x,(t) - 6 X, (t) - x5(t) + 2u(t) ------ (3)
LU =%t 0 2)
(=%t (1)




Putting the above equations in matrix form,
X, | [O 1 0 1rX:1 [O]
0 0 1 X>1+ 1|0 U(t)
X;1 1-7 -6 —-11Xx31 12
This is the state equation

. <.
N
I

The output expression is y(t) = x,(t)

=[1 0 0] |x,

This is the output equation



Problem

Obtain the state model for the signal flow graph
given below:




Problem

Obtain the state model of the system whose transfer

Y(s) _
function is given by U(s) 5919574265424

Solution:
Y(s) _ 24

U(s) s°+9s2+26s+24

Cross-multiplying yields

[s3 + 9s? + 26s + 24] Y(s) = 24 U(s)

s3Y(s) + 9s?Y(s) + 26sY(s) + 24 Y(s) = 24U(s)

Taking inverse Laplace transforms,

d’y(t) d’y(t) dy() _
T +9 e + 26 ——= + 24 y(t) = 24u(t)

y(t) + 9y (t) + 26y(t) + 24 y(t) = 24u(t)




Choosing the state variables as successive derivatives
X;(t) = y(t)
X,(t) = y(t)
X3(t) = y(t)

X(t) = y(t)

()=t =y0) (1)

%) =x,(t) = Jlt) (2)

X3(t) = y(t)

y(t) + 9y(t) + 26y(t) + 24 y(t) = 24u(t)

X3(t) + 9x5(t) + 26x,(t) + 24x,(t) = 24u(t)

X5(t) = - 24x,(t) - 26x,(t) - 9x5(t) + 24u(t)------ (3)



Putting equations 1, 2 and 3 in matrix form,

0

¥l [0
=] 0
%, (24

1
0
—26

0 'X1'
—90 | —X3—

The output expression is y(t) = x,(t)

=[1 0 0]

0

124

[u]



Matlab

Obtain the state model of the system whose
Y(s) 24
U(s) S°+95°+26s+24

transfer function is given by

using Matlab

» num=[24];
»» den=[19 26 24,
»» [A,B,C,0] = tf2ss(num,den) o



Problem

Obtain the state model of the system whose transfer function is

: Y(s) _ 1
given by U(s) s%+s+1
Solution: LG p—

U(s) s’+s+1

= (s2+ s+ 1)Y(s) = U(s)
s2Y(s) + s Y(s) + Y(s) = U(s)
Taking inverse Laplace transform on both sides,

d’y(t) L Iy®

Let y(t) = x4
dy(t) _

- =X, =X;and u(t) =u



nen the state equation is, X, = -x;-X,+u

The output equation is, y(t) =y = x,

The state space model is
S 5 R R [ W1

=11 0] [

X9



Problem

Obtain the state model of the system whose

L. S°+7s+2
transfer function is given by ——
S°+9s“+26s+24

Solution:
Y(s)  s*47s+2
@  $3+952+265+24
Y(s) _Y(s) . C(s)
U(s) C(s) U(s)
Y(S)
c(s)

SON t
U(s) s349s%426s+24 (2)

=s’+7s+2 - (1)




C(s) _ 1
U(s) s3+9s?+26s+24

Consider equation (2),

Cross-multiplying on both sides,
[s3 + 9s2 4+ 265 + 24] C(s) = U(s)
s3 C(s) + 9s4C(s) + 26s C(s) + 24 C(s) = U(s)

Taking inverse Laplace transform,

dlct(:st) +9 dilct(zt) +26 d;it) +24 C(t) = u(t)
C (t) + 9 ¢(t) + 26 ¢(t) +24 c(t) = u(t)

X, (t) = c(t)

X1(t) =x,(t) =clt) - (3)
) =x(t)=c(t) - 4)

X3(t) = C(t)



C (t) + 9¢(t) + 26¢(t) + 24c(t) = u(t)
X5(t) + 9 x5(t) + 26x%,(t) + 24x,(t) = u(t)

X3(t) = - 24x,(t) - 26x,(t) - 9 x5(t) + u(t) ---—-- (5)
Putting equations 3, 4 and 5 in matrix form,
x| [ O 1 0 1rX11 [0
0 0 1 X, +|0][u]
X3l =24 =26 —-91IX31 11,

[ ] x.
DO
]




Consider equation (1),

Y(S) _ 2
C(S)—s + 7s + 2

Y(s) = [s* + 7s + 2]C(s)

Y(s) = s?C(s) + 7sC(s) + 2C(s)
Taking inverse Laplace transform,
y(t) = ¢(t) + 7¢(t) +2c(t)

y(t) = 2x,(t) + 7x,(t) + x5(t)

y(t)=[2 7 1] [x;




Matlab

Obtain the state model of the system whose

L S°+7s+2
transfer function is given by ——
S°4+9s“+26s+24
Matlab

using

> mum=[L F 27 :
== den=[1L 9 2Z2& 2a7] ;
== [A,.B T .7 = tTtfFZ=ss{rnum,.d=rmn)

o =
—= = — 2

= (=]
a (=]

0k

or



Problem

A feedback system has a closed-loop transfer

: Y(s) _ 2(s+5)
function U(s) (s+2)(s+3)(s+4)
Solution:

Y(s) _ 2(s+5)

U(s) (s+2)(s+3)(s+4)

By partial fraction expansion,

@z 2(s+5) _ A . B N C
U(s) (s+2)(s+3)(s+4) (s+2) (s+3) (s+4)
Solving for A, Band C

A=3; B=-4; C=1




Ls)z 2(s+5) _ 3 ) 4 + 1 (1)
U(s) (s+2)(s+3)(s+4) (s+2) (s+3) (s+4)

3 i 4 + 1
s(1+2/s) s(1+3/s) s(1+4/s)

1 1 1
=—31—X3 -—F—x4+—3
(1+=%2) (14+=%3) (1+=*4)
S S S
1 1 1
s Y(s) = [(1+§ x2) X3 - (1+§*3)X4 (1+; 4)]u(s)
= [(1+§*2) x 3]U(s) - [(1+§*3) x 4] U(s) + [(1+§*4)]U(S)



The equation can be represented by the block
diagram as shown

Assign state variables at the output of the
integrators as shown.

At the input of the integrators, first derivative of
the state variables are present.

The state equations are formed by adding all the
incoming signals to the integrator and equating
to the corresponding first derivative of state
variables.



%
-———)(%——24 1/s
: X
__)(_{%_39 1/s
, a4

The state equations are
X,=-2X, + U

Xy =-3X, + U
X3=-4X3+ U



The output equation is

Y = 3X- 4%, + X,

The State model is given by,

—2 0 0
0 -3 0
0 0 —4

X,

13 —4 1]|x,




Matlab

Find the state model for the transfer function
2(s+5)
(s+2)(s+3)(s+4)

> mum=L2 A& ] 3
=> den=[1L 2@ 2& 247];
== [Aa,.B . . C,D]l=tFfFZs=s{nmnum,d=mn)

using Matlab

o=
—= —25 — 24
1 = =
L= a =
B =
1
=
=
{ =
L= = dAe
o =



Solution of State Equation

S-Domain:

The State equation of nt"order system is given by,
X(t) = AX(t) + BU(t);  X(0) = X, = initial condition vector
Taking Laplace transforms on both sides,
S X(s)-X(0) = A X(s) + B U(s)
X(s)[sI-A] = X(0) + B U(s) where | = unit matrix
X(s) = [sI-A]* X(0) + [SI-A]*B U(s) -------------- (1)
Taking inverse Laplace transforms on both sides,
X(t) = L't [sI-A]1 X(0) + Lt [SI-A]1 B U(s)
where L1 [sI-A]1 = @(t) = state transition matrix
[sI-A]1 = @(s) = Resolvent matrix
The solution of state equation is,
X(t) = @(t) X(0) + L™ [@(s). B U(s)]



The output equation is,
v(t) = C x(t) + D u(t)
Taking Laplace transforms on both sides,
Y(s) = C X(s) + D U(s)
From equation (1), X(s) = [sI-A]2 X(0) + [SI-A]1B U(s)
= C{[sI-A]t X(0) + [SI-A]* B U(s)}+ D U(s)
= C[sI-A]"1 X(0) + C [SI-A]*B U(s) + D U(s)
For zero initial conditions, X(0) =0
= Y(s) = C [SI-A]1B U(s) +D U(s)
= {C [SI-A]"1B +D} U(s)
Y(s)

The transfer function = U(s) - C[SI-A]*B+D



Problem

A state variable description of a system is given
by the matrix equation,

- [-1 O 1
X-[l _2]X+[O]u
Y=[1 1]X

Find (i) The Transfer function

(ii) The State transition matrix

(iii) State diagram



Solution
The state model is given by
X=AX+BU
Y=CX+DU
From the given problem,

A=rf' 0] B=B] C=[1 1]

—2
(i) The transfer function = % =C|[SI-A]''1B+D
Here D =0
X8 _ ¢ [sI-A]1B

U



skal=sfo §-[70 2]

=_S O] [1 —]

_[s+1 ]
L -1 s+2
ST = 5ocs 3 [S JI 2 S f: 1] <s+1>1<s+2>
% = C[SI-A]'B
= [1 1] [S -ll_ - S + 1] {(s+1)(s+2)} !
) {(s+1)(s+2)} 1 1] [S T S + 1] :

S = O P




Y(s) _ 1 S + 2
u(s) {(s+1)(s+2) 1 1] [ ]
_{(s+1)(s+2)} [s+3]
_ S+3
 (s+1)(s+2)
(ii) State transition matrix = @(t) = L [sI-A]*
A1 [S T2
[SIA] L] S + 1] (s+1)(s+2)
S+2 0 i
| (s+1)(s+2) (s+1)(s+2)
B 1 S+1
(s+1)(s+2) (s+1)(s+2)_




1 _
0
i (s+1)
[SI-A]! = . .
| (s+1)(s+2) (s+2).
A(t) = Lt [sI-A]?
_ 1 _
0
) (s+1)
= L 1 1
[ (s+1)(s+2) (s+2).
1 i
0
) (s+1)
=Lt 1 1
(s+1) (s+2) (s+2).

_ [ e
e—t_e—Zt e—Zt

—t

0



(iii) State Diagram:
The state equationis,
X, =-X; + u(t)
X, = Xy — 2X,

The output equation isy = x, + X,




Matlab

Find the transfer function using Matlab

»» A=[-1,8; 1, -2]:

*»» B=[1; @];

> C=[1 1];

== D=[a].;

*>> [num,den]= ss2tf{(A,B,C,D)}

»» g=tf{num,den?)

g:
s + 2

=2 + 3 5 %+ 2

Continuous-time transfter function.



Problem
The state equation of a LTI system is given as
. [0 5 1 -
X—[_l _2]X+[1] uandy=[1 1]X

Determine (i) State transition matrix
(ii) The transfer function

(iii) State diagram



Solution

From the given system,
0 5 ]
-1 =2
(i) The State transition matrix,
@(t) = L [sI-A] 2

[sI—A]=S[ ] [O _2] [1 s+2

B= [1 C=[1 1]

A=| »

S+2 5
AT s+2 5 1 _ |s(s+2)+5 s(s+2)+5
[sI-A] _[ —1  sls(s+2)+5 ~ —1 S
's(s+2)+5 s(s+2)+5.




[ s+1+1 5
| s+1)%+2% (s+1)%+22
- -1 S
| (s+1)%+22  (s+1)*+22]
A(t) = L7 [sI-A]-1
[ s+1+1 5
_ |1 (s+1)*+22 (s+1)*+22
B -1 s+1—1
| (s+1)%+22  (s+1)%+22]

_ 1 _
et(:052t+5et

1 .
- e Usin 2t

sin 2t

5 . .
Eetsm2t

_ 1 .
e tCosZt—Ee Usin 2t



(ii) The transfer function

YO) | oAl
U C [SI-A]*B
_ s+2 5 1 1
= [ 1][ S(s+2)+5[ ]
_ S + 7
B s(s+2)+5 S—1

25+6
s(s+2)+5




Matlab

Find the transfer function using Matlab

> A—[@ S53:-1 -2] *>» [num,den]=ss2t+{(A,B,C,D)
= mum =

= =

_a _= =) 2> )

B = den =

i 1.a388a88 2 .80a8g 5.a80a8g
=% C=[1 <17 »» g=tF{num,den)
c o= g =

1 u

= Continuous-time tTransfter function.



Problem

Find the transfer function of a state model of a
system given by,

0 1 0] [0 0],
x=lo o 1|x+|1 0[1]
U,

-1 -2 =31 lo 1.

STARAE



Solution

From the given system,

0
0
—1

A =

[sI-A] =s

1
0
—2

0

1

O = O

_ O O

—3

<=lo 0 4]




((s+2)(s+ 1) s+ 3 1]
=~ [sI-Alt = —1 s(s+3) s|s 21
S°+3s°+2s+1
—S —(2s+1) s

The transfer function of the system is given by

X(s)

— _A]-1
Ues) CI[SI-A]''B
. ((s+2)(s+1) s+ 3 1] 0 0
) [O 8 (1)] -1 sS(s+3) s s*+3s2+2s+1 l 1 O]
—S —(2s+1) s 1
s+ 3 1
- [(1) 8 2 S(s+3) s >+3 21+2 +1
S S S
| —(2s+1) s?
s+3 1 1

“[-@2s+1) s?| P+3strast1



Matlab

Find the transfer function using Matlab

»» A=[@ 1 8;8 & 1;-1 -2 -3];
*»>» B=[@ @;8 1;1 @];

»» C=[1 @ ;8 & 1];

»» D=[@ @;8 a];

»» [num,den]=ss2t+(A,B,C,D,1)

1.a688 3.068a 2.968a88 1.668a



Problem

A linear time-invariant system is characterized

. ' X
by state equation [).(1]= [1 0] [ 1]. Compute
the solution of the state equation, assuming the

initial vector X, = [(1)]



Solution

From the given system, A = H (1)]

The solution of state equation is,

X(t) = L [sI-A]1 X(0) + L't [SI-A] 1 B U(s)
Here U=0

=~ X(t) = L [sI-A]1 X(0)

[S'_A]zsié (1)[1 (1)1215—_11 581]

_ _1_5_1 O 1
[s1-A] = ]

1 (s—1)°



Ao [s—1
SEAR=1 T sl e
1 0
| s-1
- 1 1
(s—1)* s—1]
X(t) = Lt [sI-A] X(0)
. ]
_ |- 1 [1
1 1 0
(s—1)°

1 -l



Solution of state equation (Time Domain)
x(t) = A x(t) + B u(t) X(0) = x,
x(t) - A x(t) = B u(t)
pre-multiplying both sides by e ™4

e Atx(t) - Ax(t)] = e At B u(t) --------m-mm- (1)

Consider, % {e At x(t)} = e At x(t) - A e At x(t)]

= e AtX(t) - A x(1)]

t

- equation (1) = % {e7Atx(t)} = e At B u(t)

Integrating with respect to t

td ( -At _ (Yr.—-A
Jo 5 €72 x(t)} dt = [ [e™AT B u(t)ldT
e At x(t) — x(0) = [ [e™AT B u(t)ldt




Pre-multiplying both sides by eAt,
et [e7At (t) — x(0)] = eAt[fOt e AT B u(t)d1]
x(t) = eAt[x(0) + fot e AT B y(t)dt]
= eAt x(0) + fot[eA(t_T) B u(t)]dT

x(t) = B(t) x(0) + [ B(t-7) B u(t) dr

if the initial time is t = t; the solution of state equation
becomes,

X(t) = Ot —ty) x(ty) + fOt(Z)(t—r) B u(t)dt



1
2
3
4
5

Properties of state transition matrix
D(t) = eAt=L"1 [sI-A]™

. ©0(0) =1

. 07(t) = O(-t)

. O(t,-t)) O(t;-ty) = B(t,-t,) forany t,, t, t,
. [D(t)]*=D(kt)

. D(ty+t,) = B(ty) B(t,) = O(t,) O(t,)



Problem

Compute the State transition matrix by infinite
0 1]
-1 =2
Solution: For the given system matrix A, the state
transition matrix is,

series method A= [

(At)*  (At)’

O (t) =eAt =1+ At + T e
I _
w=nn=[ 7 L) Sl TS

A3=A2.A=[_; _ﬂ[_f _ﬂzl—:zs —i



(At)2 (At)°

B(t) =1 + At + e
o 1 1 =2
'[o 1]+ [_1 _z]“ 2 ]
1——+=+ t— 2+ 4
—t+t2—%+ 1—2t+3—t+
_leTt +te™t te~t
—te™t el —tet

[ 2




Problem

Find the state transition matrix by infinite series

method for the system matrix A = [(1) ﬂ

Solution: For the given system matrix A, the

state transition matrix is,
_ At _ (AD)?  (AD)°
D(t)=e=1+At+ Tt

oo

S

we=an=ly iblo 1kl



A3=A2.A—[1 2] [1 1]_[1

B(t) = | + At + (At!) (At)
=[(1) ] [ ]t ]_ [(1) ];_3'+
_-1+t+2!:;!+... t+tzlt2:..._
Lo he+ie Dy

et tet]
0 et
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Controllability and Observability

The concept of controllability and observability were
Introduced by Kalman in 1960.

They play an important role in the design of control
systems in state space.

The conditions of controllability and observability may

govern the existence of a complete solution to the
control system design problem.

The solution of the problem may not exist if the system is
not controllable.



Concepts of controllability and observability
Controllability:
» The controllability verifies the usefulness of a state variables. In

the controllability test we can find, whether the state variable can
be controlled to achieve the desired output.

Definition for controllability:

% A system is said to be completely state controllable if it is
possible to transfer the system state from an initial state X(to) to
any other desired state X(td) in specified finite time by a control
vector U(t).

“* The controllability of a state model can be tested by
Kalman’s and Gilbert’s test.




Gilbert’s method of testing controllability:

Case(i): When the system matrix has distinct Eigen values
* In this case the system matrix can be diagonalized and the state
model can be converted to canonical form.

Consider the state model of the system,
X =AX+ BU

Y=CX+DU

*» The state model can be converted to canonical form by a
transformation, X=MZ,
** Where M 1is the modal matrix and Z 1s the transformed state

variable vector. G —AZ+BU YV =0CZ4DU
The transformed state model is given by
where 4= M7AM
B=M1B

E:CM



<+ In this case the necessary and syfficient condition for complete
controllability is that, the matriy ~ must have no rows with all
zeros. If any row of the matrix  is zero then the corresponding
state variable 1s uncontrollable.

Case(ii): When the svstem matrix has repeated Eigen values

* In this case, the system matrix cannot be diagonalized but can be

transferred to Jordan canonical form.

Consider the state W?Qeé [?f t¥,16= sg)s(t_cirlr)lb

The state model can be transferred to Jordan canonical form by a
transformation, X=MZ ,Where M is the modal matrix and Z is the
transformed state variable vector.

The tgag#rmpd state model 1s given by, 5 _ JZ+BU V= &7+ DU

g=pm-1g C=CM



“*In this case, ghe system 1s completely controllable if the
elements of any row of that correspond to the last row of each
Jordan block are not zero and the rows corresponding to other
state variables must not have all zeros.



Kalman’s method of testing controllability:
Consider a system with state equation, ¥ =4X+ BU  For this system,
a composite matrix, Qccan be formed such that,

Qc=[BABA%B........A" 18]
Where n is the order of the system (n is also equal to number of state
variables)

* In this case the system is completely state controllable if the
rank of the composite matrix, Qcis in n. If
Q.| # 0,thenrankof Q. = n and the system is completely state controllable
Condition for complete state controllability in the s-plane:
A necessary and sufficient condition for complete state
controllability
1s that no cancellation of poles and zeros occurs in the transfer
function of the system. If cancellation occurs then the system cannot
be controlled in the direction of the cancelled mode.




Observability:

“* In observability test we can find whether the state variable is
observable or measurable. The concept of observability 1s useful
in solving the problem of reconstructing unmeasurable state
variables from measurable ones in the minimum possible length of
time.

Definition for Observability :

“* A system is said to be completely observable if every state X(t)
can be completely identified by measurements of the output Y(t)
over a finite time interval.




Gilbert’s method of testing observability:

The state model can be converted to a canonical or Jordan canonical

form by a transformation, X=M7Z  _
Z=AZ+ BU Z=]Z+BU

Y =CZ+DU Y=CZ+DU

The necessary and sufficient conditionsfor complete observability is
that none ofc-the columns of the matrix be zero. If any of the
column’s of has all zeros then the corresponding state variable is

not observable.



Kalman’s method of testing obseryabilitvs,.,, v _ rx 4+ py

Consider a system with state model,
For théi iy[sctg%caf cig pgS{F.c?._Tﬁt{jggan% ga]n be formed such that,

Where n is the order of the system (n is also equal to number of
state

variables)

In this case the system is completely observable if the rank of

composition matrix, Qo is n.

Condition for complete state observability in the s-plane:

A necessary and sufficient condition for complete state observability
is that no cancellation of poles and zeros occurs in the transfer
function of the system. If cancellation mode cannot be observed 1n




PROBLEM: Determine whether the system

[ —1 1 27 Py
X=Ax+ Bu = 0 -1 S| x+|1)| u
0 3 -4 | L)

is controllable.

ANSWER: Controllable

Use MATLAB, the Control System Toolbox, and the following statements to solve above Exercise
A=[112

015

034]

B=[2;1;1]

Cm=ctrb(A,B)

Rank=rank(Cm)



PROBLEM: Determine whether the system

=2 =1 =37 27
X =Ax+Bu = 0O =2 1| x4+ |1 ]| u
-7 -8 =9 L]

y=Cx=[4 6 8]x
1s observable.

ANSWER: Observable

Use MATLAB, the Control System Toolbox, and the following statements to solve above Exercise.
A=[213

021

7 8 9]

C=[4 6 8]

Om=0bsv(A,C)

Rank=rank(Om)



e e

h

Concept of Eigen Values and Eigen Vectors

The roots of characteristic equation that we have described above are known as eigen values
of matrix A.

Now there are some properties related to eigen values and these properties are written below-

Any square matrix A and its transpose A" have the same eigen values.

Sum of eigen values of any matrix A is equal to the trace of the matrix A.

Product of the eigen values of any matrix A 1is equal to the determinant of the matrix A.

If we multiply a scalar quantity to matrix A then the eigen values are also get multiplied by
the same value of scalar.

If we inverse the given matrix A then its eigen values are also get inverses.

If all the elements of the matrix are real then the eigen values corresponding to that matrix are

either real or exists in complex conjugate pair.
Eigen Vectors

Any non zero vector m; that satisfies the matrix equation (A;/ — A)m; = 0 is called the eigen
vector of A associated with the eigen value A;,. Whered;,1=1,2,3, ........ n denotes the i™

eigen values of A.

This eigen vector may be obtained by taking cofactors of matrix (4;I — A) along any row &

transposing that row of cofactors.



Diagonalization

Let my, my, ... .....m, be the eigenvectors corresponding to the eigen value Ay, 45, ........ 4,
respectively.
Then M = [my i my i imy,]is called diagonalizing or modal matrix of A.

Consider the n™ order MIMO state model
X(t) = AX(t) + BU(t)

Y(t) = CX(t) + DU(t)

System matrix A is non diagonal, so let us define a new state vector V(t) such that
X()=MV(1).

Under this assumption original state model modifies to
V(t) = AV(t) + BU(Y)
Y(t) = CV(t) + DU(t)
Where A = M~1AM = diagonal matrix, B=MB, C=CM

The above transformed state model is in canonical state model. The transformation described

above is called similarity transformation.

If the system matrix A is in companion form & if all its n eigen values are distinct, then

modal matrix will be special matrix called the Vander Monde matrix.

1 4 [ | 1
A4 Ay Az ... An
Vander Monde matrixV =| : P i :
ne: Bt ... 0
gt B e

nxn



Problem1

Example 12.13 Consider the system defined by where,

= Ax+ Bu
y=CA
0 1 0
A= 0 0 1
-6 —11 —6
1
B=|0]|and C=[10 5 1]
1

Check the system for (a) complete state controllability and (b) complete
observability.

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023 2/12



Problem1

Solution
a) Test for complete state controllability

0 1 0 1 0
AB=1| 0 0 1 0| = 1
-6 —11 —6 1 —12
0 1 0 1 1
A’B=| 0 0 1 0 = —-12
-6 —11 —6 —12 61

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023



Problem1

So the controllability matrix @), is given by

Q.=[ B: AB: A’B]

1 0 1
=10 1 —12
1 —-12 61
Now,
[Qa| = —84#0

So the rank of matrix @), is equal to its order, that is, 3 . This
indicates that according to Kalman’s test the system is completely
state controllable.

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023 4/12




Problem1

b) Test for complete observability

10 00 —6
Cc=1|5 and A*=|1 0 -11
1 01 —6
00 —6 10 —6
AC*=11 0 -11 5 | =] -1
01 —6 1 -1
00 —6 —6 6
Ac =110 -11 —1|=15
01 —6 -1 5

(BEC and Bapatla)

Dr.N Rama Devi February 14, 2023



Problem1

So the observability matrix @)y is given by

Qo = [o* ARG (A%)? o*]

10 —6 6
= 5 -1 5
1 -1 5
Now,
[ Qo] =96 # 0

So, the rank of matrix )y is equal to its order, that is, 3 . This
indicates that due to Kalman the system is completely observable.

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023



Problem?2

Consider the system described by

MR IR
=11 0] 2]

Obtain the transfer function of the system.

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023 7/12



Problem?2

Solution
The given system may be written as where,

r= Az+ Bu

y= Czr+ du

—4 -1
=[5 3]

and
d=20

(sI—A) = Sj_34 S—il— 1 ] Thus the adjoint of matrix (s/— A) is

given by Adj

February 14, 2023 8/12

(BEC and Bapatla) Dr.N Rama Devi




Problem?2

s+l 1
(SI_A)_[ 3 5-1-4]
|sI— Al = (s+4)(s+1)+3

=5+ 55+7

Also, We may write the transfer function as
Y(s)  Cladj(s— A)]B
Us) — |(sI—A)
Now, Cladj(sI— A)|B

1 A

+d

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023 9/12



Problem3

The state model of a system is given by where,

= Az -+ Bu
y= Cr
0 1 0 0
A= 0 0 1 ,B=10
-6 —-11 -6 6
C:[l 0 0]

and Obtain a diagonal canonical form of the state model by a suitable
transformation matrix. Solution
The characteristic equation of the matrix > A ’ is given by or,

A -1 0
0 A -1 | =0
6 11 A+6

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023 10/12



Problem3

or,
M H6A2+1IA+6=0
or,
A+1)A+2)(A+3)=0
SoA1=—1,. Ao = —2 and A3 = —3 are the three distinct eigenvalues of

matrix * A > So the Vander Monde transformation matrix can be
written as

111 11 1
P=|X X X |=|-1 -2 -3
A3 A2 1 4 9

(BEC and Bapatla) Dr.N Rama Devi February 14, 2023



Problem3

. 3 5/2 142
Pl=—(adiP)=|-3 -4 -1
1A 1 32 12

o 1 ooft 1 o1
Flar=r"|0 1f-1 -z -3
-6 —11 -4 4 9

3 5/2 12t -2 -3

—4 -1t 4 9
132 2l -8 a7

-1 0 0
=0 -2 0
0o 3

352 vo] [3
-4 —1jo|=|-8]
312 1/2||s] 3

1
-]
]

=L

IO
cP=[1 0 0)|-1 =2 3=l 1 1]
14 0
Applying the transformation x = Py we get the diagenal canonical form of the state mode] as
E=(PAP)z+ (P Bl

o ola] [3
=2 0 |zf[+|-6]w
sl lo o —3flz] |3

I
y=[l 1 1]

[

ruary 14,



